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FOREWORD I.i

The research reported here was accomplished by the Leadership and
Management Technical Area, Organizational Effectiveness Technology Development
Work Unit of the US Army Research Institute for the Behavioral and Social
Sciences. This unit has as its primary objective the enhancement of combat
effectiveness through research to improve leadership and organizational pro-
ceases. The research is responsive to Army Project 2Q162722A791, technology
for improved manpower and personnel management and training,. FY 80 Work
Program.

The rapidly changing and complex environment of the modern Army makes it
imperative that organization leadership, climate, and processes function
optimally. This work unit researches these areas, thus providing information
to Army leadership which can be used to improve combat readiness and quality
of work life. This report is part of a larger project to develop a senior 'S
management assessment training and simulation research system for the Army.

EDGAR M. JOHN N

Technical Director
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ORGANIZATIONAL AND SYSTEMS THEORIES: AN INTEGRATED REVIEW

BRIEF

Requirement:

Organizational processes underlying military organizational effec-
tiveness and management training are not well understood. Further,
controlled experimentation with organizations is difficult to accom-
plish. A review of literature was conducted to identify, in a systems
framework, organizational processes and dimensions associated with
effective functioning and potential methodologies for use in controlled
organizational experimentation.

Procedure:

Based upon a key word list of 85 dimensions of organizational
behavior and systems concepts, a series of computerized and manual
literature searches were conducted. Current, representative literature
was retrieved for inclusion in a data base. Documents were abstracted
and collected in an annotated bibliography (Davis et al., 1980),
using a six-factor taxonomy developed by Baudhuin et al. (1980).
Literature was then reviewed in terms of the six factors. An additional
review was conducted for literature dealing with methodologies in
organizational research.

Findings:

A number of research needs were identified which appear to be
appropriate for extending the state-of-the-art in organizational/systems
psychology. These needs include: (1) improved methodologies for studying
organizational behavior, (2) methods for introducing complexity into
organizational research efforts, (3) methods of quantifying and opera-
tionalizing both organizational performance variables and systems
theoretic constructs, (4) research on organizational factors and their
impact upon decision making behaviors, (5) improved techniques for
providing negative feedback to subordinates, (6) methods for reducing
organizational resistance to change, (7) research on goal setting
behavior and its effects upon organizational performance, (8) research
on improved communication processes in organizations, (9) research on
the topic of influence processes in organizations and their effects

.upon organizational behavior, (10) research on aspects of organizational
subgroup autonomy, (11) research in the area of organizational conflict
management and resolution. Regarding methodology, simulation (especially
experimental and quasi-experimental simulation methodologies) appears
applicable to controlled research with organizational systems.

vii PRECEDING PAGE BLANK



Utilization of Findings:

One or more of the identified research needs will be used as the
basis for the establishment of an experimental test bed for conductingorganizational research in a military setting. Simulation techniques
will be employed in the test bed, as described in a previous report on
test bed specifications (Streufert and Swezey, 1980).
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INTRODUCTION

This document is one of several which report on research conducted
by the Behavioral Sciences Research Center at Science Applications, Inc.,
under Contract No. MDA 903-79-C-0699 with the U.S. Army Research Institute
for the Behavioral and Social Sciences. Other documents in the series
include:

Baudhuin, E. S., Swezey, R. W., Foster, G. D. and Streufert, S.
An empirically derived taxonomy of organizational systems.
(SAI Report No. SAI-80.,091--178) McLean, VA: Science
Applications, Inc., 1980.

Davis, E. G., Foster, G. D., Kirchner-Dean, E., and Swezey, R.- W.
An annotated biblioaraphy of literature integrating organiza-
tional and systems theory. (SAI Report No. SAI-80-082-178)
McLean, VA: Science AppTications, Inc., 1980.

Streufert, S. and Swezey, R. W. Organizational simulation:
Theoretical aspects of test bebd desi n. (SAI ReportN6. SAI-
O:0-178' McLean, VA: ScTen7,- Xp ications, Inc., 1980.

This report provides a discussion of organizational and systems
theories as they relate to organizational functioning and effectiveness.
The literature reviewed herein addresses both fields, and is particularly
oriented toward their interface. Processes and criteria employed in
identifying literature relevant to this effort are described in detail

in Davis et al. (1980), cited above. Briefly, the procedure involved:
(1) development of key word lists identifying principal variables/concepts
in organizational behavior, organizational effectiveness and development,
training and systems theory; (2) identification of relevant documc{nts

and articles via computerized database searches and manual library
searches; (3) retrieval of the documents and cataloging them into a
database; and (4) abstracting the literature and development of an

annotated bibliography (see Davis et al., 1980). 4.4

Three criteria were developed to direct this effort: currency,

completeness and representetiveness. Regarding currency, literature from

4%. -- i J • J i i j J I I /



"1960 through 1980 was emphasized. Review articles and other important

sources are included however, which draw upon earlier literature as

appropriate. The criterion of completeness was addressed in terms of

sources (over 100 primary sources were surveyed, including refereed.-

journals, professional society proceedings, university publications,

theses and dissertations, books and technical reports of federally-

and privately-funded research) and breadth of coverage (key word lists

Identified 85 dimensions of organizational behavior and systems theory

concepts for investigation). Lastly, the criterion of representativeness
was used as the basis for trade-offs between completeness and the

manageability/feasibility of this effort.

The literature review, itself, was conducted according to a taxonomy

generated in a previous portion of this effort (see Baudhuin et &1., 1980),

cited a&ove. This taxonomy was generated empirically by classifying

each of several organizational/systems theoretic articles according to

a checklist format regarding the extent to which each document addressed

various topic areas of interest to the effort. A factor analysis model

was then applied to the document classifications in order to generate

a candidate group of factors upon which to base a taxonomy. Various

factor reliability indices were computed, and a final solution was reached

which involved the establishment of six primary factors. These six

factors, then, are the basic taxonomic categories employed in this

review. (See Baudhuin et al., 1980, for a discussion of the taxonomic

development effort and details of the methodology employed.)

The factors are:

s Factor 1: Multidimensional Information
Processing. The variables which loaded on
-this factor reflect both a process systems
model of organizations and/or the individual/
group/organization processes associated
with acquiring information, processing
information, and disseminating that
information (including decision making)
as components in complex multidimensional
environments. They also addressed the
structure of how information Is processed
in organi zations.

2
*,,..• .,S ' p 3 .,42.,
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Factor II: Organizational Systems Dynamics.
The variables which loaded on this factor
represent the characteristics of an organ-
izational system relative to its adaptation
and flexibility as it copes with its environ-
ment, attempts to maintain a relatively
steady state or balance, and utilizes its
resources to grow in more or less planned ways.

Factor III: Organizational Change
Technologies. The variables loading on this
factor focus on those techniques normally
associatei with the organizational develop-
ment/organizational effectiveness domain and
reflect concerns for individual growth and
development in organizations, personnel
interface with Jobs, the organization, and
the work process. This factor identifies
human resource technologies associated with
enhancing individuals and work group per-
ceptions regarding Job development and/or
modification.

*Factor IV: Management Authority/Compliance
Characteristics: The variables loading on
lhis factor are associated with the dimensions

of influence and power as components in the
superior/subordinate organizational scheme
where compliance is required, for example,
from subordinates relative to their position
or level in the organization. The variables
reflect status or hierarchical leveling
attributes found in most organizations
normally associated with management control
procedures.

* Factor V: Organizational Coordination and
--- o Control. The variables which loaded on

t'his factor reflect characteristics of
organizations associated with structure
and those concerns leading to the coordina-
tion and/or control of the organizational
systems, su'*Pystems and subsidiaries.

* Factor VI: Goal Orientation. Variables
loading under this factor keflect those
activities that organizations and individuals
engage in to determine desired states that
the organizational system and its personnel
are attempting to achieve through planning,

3 "
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organizing, and controlling, Most organi-
zations, by definition, are goal directed,
and the variables which loaded on thisfactor focus on the range of goal activities .
required by an organizational system to
determine priorities, to achieve objectives,
and to modify or replace those objectives
no longer important to the system. X

as •If one conceives of the fields of organizational and systems theory
*as two intersecting domains, this report may be viewed as describing

certain bounded areas within that intersection. Each of the six dimen-
sions identified through factor analysis represents an independent aspect

of the organizational/systems interface. This does not imply that the
factors Identified herein are exhaustive of the organizational/systems
domain. Many areas were not considered in this analysis. This review
represents an attempt to identify theoretical and research literature
on the principal areas of concern to organizational and systems practi-
tioners. The principal integration occurs within factors at the inter-
face of organizational and systems theory, rather than across factors,
although this was achieved in several instances (note especially Factors
IV and V). Gaps in this review undoubtedly exist, as there are many
relevant areas not adequately addressed by either theory or research.

However, an attempt is made in the final chapter of this report to
address research needs.

The purpose of this review was to identify characteristics and
processes in the literature which can be used in experimental research
on organizational functioning. Chapters 1 through 6 suggest various
potential independent and dependent variables. An additional chapter (7)
addresses experimental methodology. Several methodologies are discussed,
and the advantages and disadvantages of each are considered in the
context of organizational research. Based upon the literature reviewed
herein and upon a report developed previously in this effort (Streufert

.and Swezey, 1980), simulation techniques-appear applicable to organizational
research efforts. Several types of simulation techniques are discussed

and evaluated for potential use in organizational test bed development
efforts (See Streufert and Swezey, 1980, for a discussion of test bed
development specifications).

v %



1. FACTOR I: MULTIDIMENSIONAL INFORMATION

PROCESSING

Factor I reflects individual and organizational processes in open "

systems. It is concerned with informational input into the system, the

perception of that input, its classification and organization, its

differentiation and integration through the structure of the organization,

and the resulting output (e.g., a decision, a product, a service). The
emphasis is on complex inputs to and complex outputs from complex

organizations, i.e., we are dealing with the multidimensionality of

information processing. The process described in this factor is inherent
in "open systems," where Information must continue to flow from input

to output, and where simple Information processing is quite insufficient

because of the complexity and uncertainty that is part of the input-

organization-output chain. A

A. THEORETICAL BACKGROUND

Within a general systems theory framework, complexity theory (Schroder,
Driver and Streufert, 1967; Streufert and Streufert, 1978) and its ante-

cedents (e.g., Harvey, Hunt and Schroder, 1961; Bieri, Atkins, Briar, Leaman,
Miller, and Tripodi, 1966; Witkin, Goodenough and Karp, 1967) to nanie a

few, deal specifically with the processing of information (or other

energy through complex systems). While the theoretic notions suggested
by earlier theorists (e.g., Harvey et al., 1961; Schroder et al., 1967) were

more concerned with individuals, later writers have expanded their

propositions to groups and organizations as well (e.g., Streufert and

Streufert, 1978) or have focused specifically on the functioning of.

individuals or groups in the organizational context (e.g., Streufert, 1978).
Since the concepts emerging as a group under Factor I represent the essence

of complexity theory, we shall discuss that theory here in abridged form,



A V Complexity Theory

"Complexity theory predicts the outcome of an interaction between
environment and information processing stylistics. It does not primarily

emphasize the particular content of the information that is processed,
but dwells instead on the structure through which processing occurs.

"In other words, the theory is primarily concerned with how persons think
or how organizations operate, and only secondarily with what persons

think and what information flows through an organization.

Assumptions are made about different characteristics of the
environment to which a person or an organization is exposed, the internal

environment of the organization or the stored information of an individual,
the task characteristics and the processing requirements for that task,

the structural characteristics of the system through which the information

is processed, the required output and, finally, content of the information

that must be processed. The theory is expressed as a number of curves

relating input to output. It is assumed that an Increase in processing

demands from the environment to the system (via quantity of the information
to be processed, via stress, etc.) will initially produce a rise in

* information processing quality. Beyond some optimal point, however, that

quality will begin to drop, so that with extremely high demands, information

processing quality will diminish to very low levels (similar to those

experienced in the absence or near-absence.of processing demands). In

other words, the relationship between processing demands on one side
and quality of processing on the other side is viewed as an inverted

U-shaped function.

Complexity theory also considers the characteristics of the processing

system. The more differentiated and integrated that system is, the higher

the level of quality information processing that is achieved under
optimal processing demand conditions. Specifically, the theory proposes

a set of inverted U-shaped curves. The lower the differentilative and integra-

tive capacity of the system, the flatter the curve. The higher the
differentiative and integrative capacity of the system, the steeper the

curve. Complexity theory describes these differences in steepness of

curves as information processing styles. While information processing
"•. *styles are relatively enduring characteristics of individuals, they may be

.44' more easily modifiable characteristics of organizations,

6
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A different set of curves is postulated regarding the relation-
ship between information processing demand and Information processing
_quantity. With increased demand (again quantity, stress or the like),
the total output level of simpler (including well-practiced) responses
should increase until it reaches the system's maximal output capacity
and should then stagnate. Major differences between systems that are
highly differentiated and integrated and those that are not
would not be expected for the generation of simpler output responses.

Different levels of differentiation and integration may occur in

response to different kinds of information inputs. A system will
sense the "meaning" of the incoming information (perception) and will

determine the flow through the organization which the information is
to follow. For individuals, the information would be considered in , '

certain cognitive domains which would be more or less differentiated or
integrated. In organizations, infomation flow would occur through

specific sets of subsystems (departments or other units) which again
would reflect differential degrees of differentiation and integration.

Obviously, complex information processing, i.e., differentia-

tion and integration. may not be useful in all endeavors. The
individual who is attacked by a mugger rarely will be able to utilize
cognitive differentiation and integration when he tries to defend himself.
A small business which produces a simple product on demand with available

raw materials and without the need to hire non-family employees may not
need to be differentiated and integrated. We are not concerned with
such settings in our interpretation of Factor I (however problematic they
might be for the persons or organizations involved). The frequent!
complexity of input into a system in the modern world, the required
variability of output, and the need to re-adapt to continuing changes and
uncertainties for many individuals and probably for most larger organizations
tend to require a level of differentiation and integration that allow for
information processing quality. They further require the maintenance of
a level of information processing demand (and level of information flow
through the system) that permits optimal levels of information processing
quality. %
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In summary, complexity theory is concerned with the effect of

information input from the environment into a more or less differentiated

and integrated system. It follows the processing of the Information

through the structure of the system from sensing to decision making.

It is concerned with the effects of the system's differentiative and

integrative structure on simple and complex outputs. It proposes a
family of inverted U-shaped curves relating the input processing demands

via the differentiative and integrative capacity of the system to the

quality (adaptiveness, appropriateness, etc.) of output. It further
"postulates a set of asymptotic curves relating input processing demands
to simpler (quantity) outputs (e.g., decisions).

Related Theories

I While complexity theory (Streufert and Streufert, 1978) tends to I.
be general and is applicable to several systemic levels, other theorists
have focused their attention on specific systems. Recent theory
concerned with complexity in individuals has been provided by Scott,

Osgood and Peterson (1979). Scott et al. are particularly concerned
with measurement of differentiation and integration in individual

K,:,, .cognitive structure and with the domains within which structures

function divergently. They focus minimal attention on the environment,
however. For these reasons, their approach is not particularly useful
in the interpretation of Factor 1.

Within organizational psychology, a number of contingency theories

(e.g., Fiedler, 1967; Luthans and Stewart, 1977; Miller and Starr, 1970;

Lawrence and Lorsch, 1967) relate more directly to complexity theory and to

theories are not general in their orientation and tend to focus on some

specific component of the organizational process (e.g., the Fiedler theory

"is specific to leadership, etc.). The contingency theories tend to

distinguish between environmental variables and management variables of

some kind and are concerned with their interactive effects on some

measures of organizational behavior. As such, they parallel complexity

theory with its environmental and systematic components. Luthans and

Stewart (1977), for example, provided a contingency theory of management

"8
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which integrates diver: e process, behavioral, and quantitative approaches

to management. The environmental suprasystem, resource subsysterms, and

management subsystems are seen as primary determinants of organizational

behavior. These components combine in various ways to produce situational,

organizational and performance criterion variables, which again combine A.7.,

to determine system performance.

Differentiation and Integration in Organizations

While it seems inappropriate to dwell extensively on complexity theory

and its implications for organizations in this review, some discussio, of

differentiation and integration at greater length may be useful. For

individuals, differentiation refers to the number of diverse (orthogonal

or near-orthogonal) dimensions which an individual can bring to bear on

the Information which he or she perceives, either simultaneously or sequentially.

The meaning of differentiation in the organizational context is quite

similar: We are dealing here with the number and kind of organizational

units which are involved in a task relating input to output. Nonetheless,

there are some differences in the definition of differentiation from

author to author. Huse and Bowditch (1977), for example, considered

differentiation in organizations In a quite individual-oriented fashion.

They stated that:

"Differentiation is the difference in cognitive
and emctional orientation among managers in
different functioning departments," .' "

These authors distinguished further between (I) formality of structure,

(2) interpersonal orientation, (3) time orientation, and (4) goal *.Z

orientation as signs of differentiation.

Lawrence and Lorsch (1967) took a more organizationally-focused view.

In their opinion, differentiation can be viewed as:

"...the state of segmentation of the organizational
system into subsystems, each of which tends to develop
particular attributes in relation to the requirements
posed by its relevant external environment. Differenti-
ation, as used here, includes the behavioral attributes .- '.
of members of organized subsystems..."

AK-.
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A not quite dissimilar discussion of differentiation can be found

in Porter, Lawler and Hackman (1975). These authors derived their view

from the tenet "everyone in the organization does not do the same thing."

The environmental situation and the goal orientation require that some

degree of differentiation must take place. Porter et al. suggested further

that differentiation within an organization can be horizontal (e.g.,

division of labor) or vertical into a hierarchy with different authority
and power and with decreasing breadth of responsibility from higher

to lower positions.

important in these definitions is that each of the subunits which

"is differentiated from other subunits does perform a different function,

akin to the different cognitive dimensions which we described earlier

with regard to the individual.
Yet, differentiation alone is not enough. It would be absurd for

an organization to process incoming information (e.g., an order for
a particular service) only within one subsystem (e.g., in the department

billing the client for a service performed) to the exclusion of other

important subsystems (e.g., the organizational unit that actually is to

perform the service ordered). In other words, integration is needed for

successful functioning of both the individual and the organization if Fit,

coping with a complex world is necessary.

Integration within the organization is the process of achieving unity ,..

of effort among the various subsystems (of an organization) in the

accomplishment of that organization's task (Lawrence and Lorsch, 1967).
Since integration is vitally important if an organization operating in a

complex world is to achieve success, the quality of integration is of

major importance. This concern with quality is reflected in some conceptu-

alizations of the term integration in organizations themselves. For example,

Huse and Bowditch (1977) defined integration as "the quality of the state
of collaboration that exists among departments that are required to

achieve unity of effort by the demands of the environment. Integration

refers to interdepartmental relationships, as well as to the process by

which it is achieved and the organizational devices used to -ttain it."
Of course, the degree of differentiation and integration that is

required for the successful functioning of an organization must vary with

10
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the degree to which complexity (multidimensionality) is involved in the

information received from the organization's environment, in the complexity

necessary to maintain the functioning of the organization, in the content

of the input to output demand that is placed on the organization, and so

"forth. While the differentiation of functions and subsystems can easily .• -

diminish with less complex demands on the organizational systems, those

remaining systems nmust nevertheless be well integrated. To again quote

Huse and Bowditch (1977): "In a more stable ani less diverse environment. ..

effective organizations have to be less differentiated, but they must

still achieve a high degree of integration " (c.f., also, Lawrence and

Lorsch, 1967).

Processing Oeganizational Information

A significant theoretical approach in organizational information .

processing is what has come to be called the "process performance model,"

adapted from the work of Bennis (1966), Parsons (1960), and Schein (1972)

"and exparded in terms of "organizational competence" by Olmstead et al.

(1973, 1978). According to this approach, organizational competence is

defined in terms of three components: 4

a Reality Testing. Capacity to test therealilty of situations facing the

organization--the ability of the
organi:ation to search out, accurately
perceive, and correctly interpret
the properties and characteristics
ot its environments (both external
and internal), particularly those
properties that have relevance for
the functioning of the organization.

r Adaptability. The capacity to solve
probems arlsin; from changing K
environmental demands and to act
with effective flexibility in
response to these changing demands.

* Integration. The maintenance of
structure and function under stress,
and a state of relations among sub-
units that ensures that coordination
is maintained and the various sub-

% units do not work at cross-purposes.

S1 *..:Z
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Each of these capabilities in turn contains one or more organizational
processes that can be measured or evaluated. These processes are derived

"" from Schein's (1965) idea of an "adaptive-coping cycle" and include:

* Sensing. The process by which the f.,..
organization acquires information
about the external and internal
environments.

9 Communicating Information. The process
of. transmitting information that isS ~~~sensed to those parts of the organization ,'';
that can act upon it.

* Decision Maktn. The process of
making decisions concerning actions
to be taken as a result of sensed
information.

* Stabilizing. The process of taking
"actions to maintain internal stability
and integration that might otherwise
be disrupted as a consequence of
actions taken to cope with changes in
the organization's environments.

. Communicating Implementation. The

process of transmitting decisions and
decision-related orders and instructions
to those parts of the organization
that must implement them.

. CoPing Actions. The process of
executing actions against an environ-
"ment (external or Internal) as a
consequence of an organizational
decision.

a Feedback. The process of determining
the results of a prior action through
further sensing of the external and
internal environments. .. :

-• S_•.stems Theoretic Aspects of Organizational Information Processing k

Such a framework as the process performnance approach assumes that the

systems (organizations) involved be relatively flexible or open. An open

system is one which has a boundary that is permeable to inputs and

"- outputs of matter-energy and information. Open systems exchange information,

energy, or material with their environments. All living systems, all cyber-

UU
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netic systems and most concrete systems are open systems. In contrast,
a closed system is a concrete system having boundaries through which no
matter-energy or information can pass. This is a special case in which
inputs and outputs are zero. No actual concrete system, however, is completely

closed. (Al'i concrete systems are either relatively open or relatively

closed.) Whatevee matter-energy is in the system is all there ever will'
be. The energy gradually is used up, and the matter gradually becomes

disorganized.

Two closely related concepts are those of symbiosis and the relatively
isolated system. Symbiosis is the mutually bevieficial living together of

two systems, neither of which is a subsystem of the other. If the second

system performs the subsystem process in exchange for nothing, parasitism

exists. If it performs the process in exchange or economic trade-off for

some reward or service which constitutes a cost for the first system,
symbiosis exists.

The relatively isolated system is a set of entities that is separable

from the rest of the world except for two specially chosen sets of relation-

ships with things outside, called its inputs and outputs. According to
Beer (1976): "In terms of Hegel's Axiom of Internal Relations, the system

is interacting with everything outside. But we certainly would agree

to be practical about this and to count relationships which cross the;,.X

system's boundary only ifthey appear to matter. That is to say, if we
can explain what is happening within the system and managerial options

without drawing attention to some entity outside we shall do so."

The open system can be viewed as a transformation model. In a

dynamic relationship with its environment, it receives various inputs,

transforms these inputs in some way, and exports outputs. Related to

this is Ashby's Law of Requisite Variety (1960), which states: "Only
variety can destroy variety." Such a view has three possible interpre-

tations: (1) The amount of appropriate selection that can be performed

4,. is limited by the amount of available information. (2) The variety in the

regulator must be equal to or greater than the variety in the system .4

being regulated. (3) Communications among two or more systems is limited

by the system having the smallest variety.
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Beer has extended this by saying that: "In cybernetics, the nwmber

of distinguishable items (or distinguishable states of some item) is called

the 'variety.' So we may sum up by saying that the outp'0t variety must (at

least) match the input variety for the system as a whole, and for the

input arrangement and the output arrangement considered separately."

Similarly, the system's theoretic concept of feedback is important in

understanding how a system maintains a steady state. Information concerning '

the outputs or the process of the system is fed back as an input into the

system, perhaps leading to changes in the transformation process and/or

future outputs. Feedback can be both positive and negative, although the
field of cybernetics is based on negative feedback. Nlegative feedback is

informational input which indicates that the system is deviating from a

prescribed course and should readjust to a new steady state.

Models for Organizational Decision Making

Major review articles in the area of organizational decision making

have been generated by Nutt (1976) and by Gerwin and Tuggle (1975).

Various other authors (c.f., Bonini, 1963; Carter, 1971; Clarkson, 1962;

Crecine, 1969; Cyert and March, 1963; Davis and Reuter, 1972; Howard and

Morgenroth, i968; and March and Simon, 1958) have addressed the considerable

area of administrative decision making paradigm development. Gerwin and

Tuggle (1978) have consolidated this work into the three-way model shown

in Figure 1.

A,+;
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2 1. Theoris of .ndvidualT '.,

Orlganlzallonat • -" "- - - for Orglanizatlonal •., •.

heI 
,...' l

S~FIGURE 1. THE INFORMATION PROCESSING PARADIGM

(from Gew�Pn and Tuggle, 1975)

This figUre is suggested as a schematic which represents the current
state of human problem solving research in organizations. It ts shown as a

triangle, each of whose vertices represents a different subsystem of *IK~
* knowledge. The arrows indicate flows of research fndings from one,

*subsystem to another--solid arrows for short run effects and dashed for
long run effects. According to Gerwin and Taylor, Vertex One represents •'-

theories of indvidual human problem solving which supply a good deal of

the framework for organizational applications. Much of thi s work has

been conducted in laboratory settings and analyzes the ways in which subjects

solve problems involving chess, symbolic logic, and cryptartthmetic9

Although artificial, these e aercises represent well structured problem t

s solving as opposed to routine decision making. IIs

Vertex Two represents organizational applscatsony of the paradigm

which explore the ways in which administrative decisions are actually

made. Computer motdels baed on this theory or related to it exist for

15';
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pricing and output determination, trust investment behavior, local govern-

mental budgeting, etc.

Vertex Three represents application of problem solving concepts for

design in organizations: finding better ways to make decisions. These

decisions are typically well structured, as opposed to the more routine

"*I ones for which operations research techniques are available.

According to Gerv~n and Tuggle, Figure 1 has three long links.

The link from Vertex Three to Vertex Two indicates that as organizations

adopt heuristic programs, the nature of their decision making will change.

The links from Vertices Two and Three to One are feedback loops pointing

out that individual problem solving theories will be revised as we learn

more about the successes and failures of their organizational applications.

Finally, the absence of a link from Vertex Two to Three implies that so

far heuristic programmers have not utilized the findings on organizational

decision making. However, as they turn their attention to more unstructured

normative problems, such as organizational design, this missing link in

the flow of research findings may assume major significance.

Nutt (1976) has identified six organizational decision making models.

These include:

1. The bureaucratic model, in which decision
making is conducted by people with power
and competence who interpret master plans.

2. The normative decision theory model, which
is characterized by its quest for cartainty

* in decision making and its assumption that
goals are known and that information con-
cerning the decision task can be provided.

3. The behavioral decision theory model, which

* applies behavioral principles to decision
making practices.

4. Decision making through group processes,
as employed In the humn relations iovement.

5. The equllibrium-conflict resolution model

Rich functions as a funFtion of uncertainty.

6. The open system model which presumes that most
deci slon tasks are-too complicated for
typical human understanding processes.

Table 1 (from Nutt, 1976) provides a synopsis of these models.
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TABLE 1. COMPARISON OF ORGANIZATIONAL

DECISION MAKING MODELS

(from Nutt, 1976)

ognztoaCrtraKey ingredients Key Asiumptions

Mode Itmaxmum 1. Definit decision maker's jurisdki. 1. Goals. known
Bureaucratic efficiency diction2.Mtrpatojdecinisai

mdl(..a2. Appoint experts to office and in. 2. iveaepln tfjd.acinL
Weber, Tayol) vetpwri f r odr3. Taaiu repetitive or prediccable

vestpowr i oficeholer . Knvironaent does not influence
3. Rule,, procedures, and precedents choices

depict decision premises 3. Ragout:*@ adequate
4. Refer decisions "up" hierarchy
S, Rewards based on adherence to

matter plan

Model 21 Maximum I. States of nature (S 0) 1. Goals known '4

Maruative Decision subjective 2, Alternatives (A 1) 2. Needed information obtainable
Theor7 (e.g., Operati~on expected 3. Probability distribution for Sj 3. Adequate resources available

taetc herst) utility 4. UtilitIes for each A I.Sj intersec. 4, Prediction feasible
lion bawed on how the S I affect% Af 5 . Criteria to judge effects and cause-

S. Criteria to determine the Intrinsic effect relations are known
va lue of AlI - measured by the
properties of A 1 and the normative
importance of each criterion to the 4.

decision maker

Model 3: Satlsficing 1. Identifying acceptable Sji and Ron- 1. Goals can be Inferred through do.
Behavioral Decision orate A 1unti'l acceptable Ag jIs main decisions ¶*
Theory (egSimon) found, using normative decision 2. Environment will not fully disclose

theory model all Al and /or can justify search
2. Sequential generation of Informa- costs for all A I

tion concerning A j 3. Consequences of A jcannot be
3. Processes: searching, learning, fully predicted but some predic-

choosing lions can be made
4. Satisficing replaces optimizing In 4. Resources Interact with derision

decision processes processes
model 4: Satisfice 1. Forming (membership criteria, In- 1. Goals consistent with organiza-

Group DM on objectives (formation needs and political con. tion% will be used by group to
(egCollins, set by sideration) for groups composed of g uide choices

Guetakow, Delbecq) participants clients, content experts, and/or 2. interdisciplinary synthesi, feasible
resource controllers and multidisciplinary choices ac-

2. Coalescing (itructure of group ceptable
process, decision rules, power. In. 3. Implementation likelihood en-
fluence, Interpersonal relations, hanced via participation
type of interaction) 4. Needed resources and Informa-

1'3. Processes lestImate-cdiscuss-esti. lion made available through co-
mate, Interacting group tech. optation
niques, other group processes)

4. Control (mechanisms to elicit in-
'I formation group and Individual

rewards and penalties)%
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TABLE 1. (CONTINUED)

I'.t.),.

- Modelh of Decision
Organizational Criteria Key Ingredients Key Assumptions
Decision Making

Model!: Resolution 1 The properties of alternatives 1. Goalsandarenamust be defined
Conflict. of conflict (when A is are uncomparable, un- 2. Orgsanlzations seek to reduce con-

Equilibrium by consensus acceptable, or uncertain) cause flict

(e.g., March& conflict 3, Conflict and time pressure will ,

Simon, Dill, 2, Both group and individual conflict cause the adoption of conspicuous
Cyort, Thompson) can occur alternatives

3. Processes: bargaining, politicking, 4. Further evaluation of existing alter- 4,, y
persuasion and problem solving natives will pri.ceed the search for

for conflict resolution new ideas (new A I s)
4, Locklan compromise (consensus 5, Level of aspiration change vis-a.

sought) vii results of search which modil.
5. Contextual factors (e.g,, percep- fies decision premises ,..'

tioni, rewards, dependencies, cost
of search, level of aspiration, coali-
tion formation, and side payments)
have a strong Influence on choice
among A ?

Model 6 Survival 1, Partisans with a problem provide 1, Goals unknown and unknowable

Open System (agency's stimulus In an arena that is unknown or un-

(e,.g0 Gore, view) and 2, Processes: politics and bargaining managed

Lindblom) acceptability generate adaptive Incremental re- 2. Abstractions (models) not precise -P,
(client's view) sponses to problems enoutth to make decisions

3. Constraints: Decision maker not 3. Pressures from informal norms
free to choose; must Involve cli- greater than formal norms

ents and other third parties in do. 4. Strong interaction of environment 6

-ition process and decisions
4. Control: Use of sentiments, S. Reacting better than planning

cliques, social norms expressed
through a varlewy of agents to test
quality of decisions made through
feedback fromclients
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Nutt has identified 17 propositions for deciding among the six

"models on the basis of the primary, managerial, and institutional
layers of an organization; the nature of the organization's key tasks;

the types of dependencies among organizational units; the assessments

required between adjacent layers; and some characteristics of the

organization's environment. These propositions are as follows.

P1: Closed system logic (Models l and 2) is
more appropriate for decision making
concerning core technologies, as these
technologies are sealed off from serious
perturbations.

P2: Intermediate system logic (Models 3 and
4) is more appropriate for the manage-
rial level and its coordinating role.

P3: Open system logic (Models 5 and 6) is
more appropriate for the institutional
level and its boundary spanning role.

P4: When a logical base for decision making
has been derived (analyzability high),
closed system decision model (1, 2, 3)
is more appropriate, and the desirability .:
of using an open system decision model
(5, 6) diminishes sharply.

P5: As variability increases, the information
needed by closed system decision models
will be increasingly hard to obtain and
probabilistic in nature, making it difficult
to apply Models 1 and 2 for decision tasks.

P6: Proposition 4 dominates proposition 5.High variability makes it hard to use a :
deterministic decision model,while low ',
analyzability makes It impossible to use ,.
a closed system approach for decision making.

P7: Model 6 should not be used for decisions in .
technological units or in managerial units, v4•:•,•,!•.,.,• ~as some of the decision premises can always ...,,.Zi

be specified by the institutional level.

SP8: The use of decision models is cumulative;
increasing cognitive difficulties of
decision tasks initiate the use of less
precise models (4, 5) along with more
definite models, (1, 2, 3), which are
used for those decision components that
have definable attributes.
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P9: The number and type of dependencies.. ,
among or within organizational units
specifies the decision model most
appropriate for making decisions
concerning the coordination of
these units.

P9a: A decision model with bargaining
characteristics (Model 5) is best for

* managerial decision tasks concerning
organizational units that have recip-
rocal dependencies or large numbers of
dependencies to induce shared norms
and values among these units.

"P9b: A group decision model (Model 4) is
best for decision tasks when a moderate
number of dependencies are present or
when dependencies are serial.

P9c: Models with deterministic elements
(Models 1, 2, 3) are appropriate for
decision tasks that concern pooled
dependencies and when dependencies
occur infrequently. Hodels 1, 2, 3
will be more acceptable when coupledwith some group process to define
decision criteria or weights.

Pgd: To delegate decision making by the % 4

managerial level to the technological
level, the managerial level should
require that units with pooled depen-
dencies develop rules and procedures
(Model 1), those with serial dependencies
should prepare decision plans by indenti-
fying criteria and weights (Models 2 and 3),
and those with reciprocal dependencies
identify adjustment patterns or group
processes (Models 4 or 5) to structure
the decision process of these units,

P1O: When cause and effect relationships are
known and evaluation criteria are clear,
optimization should be sought using
closed system logic (Models 1, 2).

PlOa: When the unit is well insulated from the
environment, assessment is typically based
on past performance trends, but could be
"based on closed system logic (Models 1, 2).

P11: When knowledge concerning cause and effect
relationships is incomplete but criteria
are clear, satisficing and the bounded
rationality model (#13) should be used.
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P12: Sub-optimization, for parts of the
decision tar', that have predictable

;, cause and etrect relationships (using
Model 2), is preferable to treating
the entire decision task as though
cause and effect relitionships were
uniformly unclear.

P13: When criteria are ambiguous and cause
and effect relationships are believed
to be clear, checklists (adherence to
accepted procedures) provide the
evaluation format. Quotas using
proxy measures often serve as
criteria, suggesting a satisfying
decision criterion and intermediate ',
system logic (Models 3 and 4).

P14: When criteria are ambiguous and cause w
and effect relations are unknown,
performance is measured by comparing
the unit to a reference group, mimicking
the activities of similar organizations
that have been labeled successful.
Adaptive models (Models 5 and 6) are used.

P15. Decision making at the institutional
level in organizations which have a
"stable and homogeneous environment
can be made using closed system logic
(Model 1 or 2).

P16: Decision making, at the institutional
level, in a shifting but homogeneous ,.
environment requires adaptation. Plans
are prepared to associate decision
premises with anticipated shifts in the
product or service characteristics.
Thus Models 3, 4, and 5 provide useful
decision frameworks.

P17: Decision making at the institutional
level in heterogeneous environments
which are also shifting is inspirational L
and adaptive in nature (Model 6). T

•! ' S*.' . S ,
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Vodels for use in considering organizational decision making

paradigms such as those of Gerwin and Tuggle and of Nutt are attempts -

to discern the strategies and/or tactics involved in changing organizations ,

in response to various temporally fluctuating process demands. Although

theoretical approaches in these areas abound, actual empirical research

efforts are scarce--due partially to the difficulties involved in "V

(1) operationally defining terms and (2) identifying methodological

techniques which are sufficiently flexible to permit their application

in essentially unstructured research situations, yet which are sufficiently

precise to-allow for reproducible results.

B. RESEARCH

Processing Demand in Individuals and Small Groups

Streufert and associates have utilized a simulation procedure to ,.

determine the effects of individual differences in cognitive ability to

differentiate and integrate on various measures of output quality. The ',A

system, in much of that research, was an individual or a task-oriented

group of 2, 4, or 8 members. Diverse levels of information processing

demands were experimentally manipulated. Processing demand was varied

as information load (Streufert and Driver, 1965; Streufert and Schroder,

1965; Streufert, 1970; Streufert, Suedfeld and Driver, 1965; Streufert,

Driver and Huan, 1967; Streufert, Cafferty and Cherry, 1972; Suedfeld

and Streufert, 1966), as failure (Castore and Streufert, 1966; Streufert

and Castore, 1968; Streufert, 1969; Streufert'and Streufert, 1969;

levels (Streufert and Castore, 1968; Higbee and Streufert, 1968; Streufert

and Streufert, 1969; Streufert and' Streufert, 19 70a; Streufert, 1972)

V ~and as information relevance (Streufert and Streufert, 1970b;
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Streufert, 1973). A number of dependent variable measurements were

obtained in these research studies. Measures of quality and quantity

of system output (including differentiation and integration evident in

the output decision, number of decisions, number of information search

actions) were obtained. Other research efforts focused on additional -.

organizational variables such as leadership characteristics, organizational

climate, and so forth. The findings indicate that: (1) Complex systems

(which are able to differentiate and integrate) show a widely different
style of processing information than simple systemsi (2) The inverted

U-shaped curve postulated between information processing demand and

output quality holds reliably, (3) The family of postulated U-shaped

curves can be easily demonstrated and shows reliable peak points.

(4) Differences in processing style result in quite diverse management

activities, e.g., different styles of leadership and different communication
and attraction patterns. Therefore, at the individual or group

level, complexity theory postulates seem reliably validated.

Processing Demand in Organizations

A number of researchers have investigated the effects of processing

demands on organizational functioning. While only some have based their

research on complexity theory per se (e.g., Suedfeld, 1978; Cummings,

O'Connell and Huber, 1978), the data obtained nonetheless often fit the
propositions of that theory and related contingency theories. For example,

Fiedler, Potter, Zais, and Knowlton (1979) reported four studies of

military organizations which indicate that low stress levels decrease

the use of experiential data, while high stress levels decrease the
utilization of intelligence in organizational actions. Intermediate

stress levels appear optimal if both are needed. Suedfeld and associates

(e.g., Suedfeld and Rank, 1976) have shown that the international system

Nis able to tolerate a certain degree of stress, and that stress beyond,.

that level leads to war or loss of power for the leaders of nations.
Driver (1962) obtained similar data. Drabeck and Haas (1971), utilizing MIA.

load as their processing demand variable, reported results with a police

organization that match the theoretical propositions of complexity theory

23

.0 *I .. *

.% .'!".L.,•, ,") '.'• '-,.-,,w,• 'I... *". ,,l ',.i ,,'.,,_ '--.".%," ".", ", . .. '.'.","."- • . .,"% . ', ,,'''' .''''''''"''''''



as well. Many similar examples could be cited. However, one should note
that most researchers have varied processing demands only over a limited
range so that either decreases or increases in systemic performance
and functioning with increasing demands are obtained. The detrimental

effect of increases in processing demands (beyond an optimum level) has
been clearly established. To quote Bourgeois, McAllister and Mitchell
(1978):

"... there is a substantial body of literature
(Hall and Mansfield, 1971; Selye, 1956) that
suggests that most managers would respond to
turbulent environments in a manner opposite to
that which is predicted to lead to greater
effectiveness. Managers may respond to increased
environmental turbulence by an increase In

,• structure, possibly followed by a relaxation V-:
of controls once the 'danger' has subsided. •,.
The reasoning is that turbulence causes
uncertainty or stress which leads to attempts
to reduce that uncertainty or stress by struc-
turing the organizational setting. The research
on organization and individual stress seems to •
support this tendency (Bales, 1965; Fleischman,
Harris and Burtt, 1955; Hall and Mansfield, 1971).".

Data on the range of processing demands between low and optimal levels
are ample as well. Here, increasing performance of the system, improved

-% ,,,4' output, and so forth tend to be demonstrated as processing demands
, ;,4d. approach the optimal level. What is optimal for a particular organization ,

would depend, of course, on the structure of' that organization and on the
degree to which the processing demands would require complexity (e.g.,

A 'differentiation and integration). Typically, data of this kind are

discussed in terms of approaching the "limits of the individual manager's
or the organization's information processing capacity" (c.f., Freeland
and Stabell, 1978).

Of course, in contrast to the individual who would find it extremely
difficult to increase his or her dimensionality (ability to process infor-

mation in a differentiated or integrated fashion) over the short run, the
organization can alter its structure to cope more effectively with increasing
processing demands. More often than not, complex systems will evolve from
simpler systems (c.f., Simon, 1965) when there is a need for increased
differentiation of the organization.
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,2. FACTOR If: ORGANIZATIONAL SYSTEMS DYNAMICS

•'•,• .- ~The variables included in this factor relpresent characteristics of an .•.•,

organizational system relative to its adaptation and flexibility as it •
=• •-•:'•1copes with its environment, attempts to maintain a relative steady state "

or balance, and utilizes its resources to grow. This factor represents, "•

to a large extent, the systems theoretic perspective of the organization...

S~A. THEORETICAL BACKGROUND

Systems Ther as a Conceptual Referent .,

Systems theory is the generic terminology embracing the General System L
• •;'•Theory (GST) first formulated by Ludwig von Bertalanffy and its subsequent

•..•refinements or extensions -- the Living Systems Theory of Miller (1965,

• ?,j ~1971, 1972, 1978) and the Soctotechnical Systems concepts of Emery and.,.

Trist (1960, 1965, 1978). ..
-'• ~ ~GST has been characterized perhaps best and most succinctly as "the r,,

•{•,. scientific exploration of 'wholes' and 'wholeness"' (Laszlo, 1972). In •.
A_' his initial formulations, von Bertalanffy (1962) stated: ý,•.z

•.=•, ~"There exist models, principles and laws that apply ••
•,•.• ~to generalized systems or their subclasses irrespec- ,,

Sr~~ive of their particular kind, the nature of the '
-:• ~component elements, and the relations or "forces" ".
•.. ,,between them. We postulate a new discipline called
.. •.viGeneral System Theory. General System Theory is a
"•'.• logico-mathematical field whose task is the formu-
.. •., lation and derivation of those general principles •

•"L'•that are applicable to "systems" in general. In
'• ~this way, exact formulations of terms such as_ -

• - ~whol enesr and sum, di fferenti ation, progressive •

. mechanization, centralization, hierarchical order,
•.,•,... ~finality and equifinality, etc., become possible,,,,._
_,•.•terms which occur in all sciences dealing with "systems"
_•:• ~and imply their logical hom~logy." '• _

9,4
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matical network theory--numbered among themselves neither a psychologist

nor a sociologist. Yet, the original aims of the Society protended

grand, and theretofore unattained, expectations:

"Major functions are to: (1) investigate the "
isomorphy of concepts, laws, and models in
"various fields, and to help in useful trans-
fers from one field to another; (2) encourage .,hi' the development of adequate theoreticdl models
in the fields which lack them; (3) minimize
the duplication of theoretical effort in dif-
ferent fields; (4) promote the unity of
science through improving communication among
specialists" (von Bertalanffy, 1972).

In somewhat altered form, this same philosophical orientation found its V'

way into the first issue of the Society's Yearbook in 1956 as a set of
""nt f otif

propositions that collectively seem to capture the essence of wheit GST
was intended to accomplish:

. "There is a general tendency towards
integration in the various sciences,
natural and social.
Such integration seems to be centered

I in a general theory of. systems.

s Such theory may be an important means
for aiming at exact theory in the non-
physical fields of science.

s Developing unifying principles running
"Ivertically' through the universe of the
individual sciences, this theory brings
us near to the goal of the unity of

,E*~ *jUscience.

* This catr lead to a much needed integration
of scientific education" (von Bertalanffy, 1972).

"•. ~. Thu!s, what began as an attempt to overcome over-compartmentalized

rlsdr•.;h and piecemeal analysis by "seeing things whole" has continued

"to t.is day to be the raison d'etre of the systems movement, As such,

4.an extreiely high level of expectation has been created, which in turn

has engendered harsh and critical analysis at the inability of the systems

approach to provide answers to some of our most complex problems (see, for
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example, Beckett, 1979, and Small, 1980). One source (Melcher, 1975)
has identified a number of factors that have inhibited the development

and use of systems theory:

I "the limited critical dialogue that occurs
both among systems adherents and between
those utilizing traditional perspectives
and those using systems frameworks;

I the diffuseness of definitions of systems
concepts and the nearly comp(,te absence
of ways to measure those concepts;

@ the overreaching for goals before basic
foundations have been established;

s the orientation that a systems perspective
is a substitute for rather than a complement
to static analysis; and,

I the difficulty of developing methodology
to describe and analyze complex inter-
relationships in dynamic models."

In the preseht context, such criticisms provide a preliminary bench-
mark for assessing the comprehensiveness and appropriateness of systems
theory as a referent for organization theory in general and OE/OD research in
particular. The ultimate question that must be asked, of course, Is "what
should systems theory be? a paradigm? a theory? or merely a, metaphorical
way of viewing the world and its constituent parts?" In endeavoring to
anwer such a question, it is necessary first to clarify the Mewanings of
the terms used and to attempt to establish the current status of systems
theory.

Some have contended that systems theory is in fact worthy of paradigmatic
status (Peery, 1972* Scott, 1974). Battista (1977) has suggested that we
are on the verge of a paradigm shift -- in keeping with the contention of
Kuhn (1970) that science is a series of peaceful periods interrupted by

intellectually Intense revolutions. The emergent "holistic" paradigm,
according to Battista, constitutes the basic assumptions of general systems
theory, and general systems theory constitutes the theoretical formulation of
holistic assumptions. To judge the likely validity of such a statement, one
must understand what is meant by paradigm. Some have used the term rather
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cavalierly as a synonym for a conceptual model; In contrast, probably the
most inclusive and useful definition has been offered by Masterman (1970):

V•• "A paradigm is a fundamental image of the
"subject matter within a science. It serves
to define what should be studied, what
questions should be asked, how they should
be asked, and what rules should be followed
in interpreting the answers obtained. The
paradigm is the broadest unit of consensus

, * within a science and serves to differentiate one
"scientific community (or subcommunity) from
another. It subsumes, defines, and inter-
relates the exemplars, theories, and methods
and instruments that exist within it."

In light of the criticisms that have been levied against it, systems
theory seems hardly to have attracted the scientific consensus or to have
provided the methodological tools necessary to qualify it for paradigmatic
status. Likewise, if one accepts the arguments of Anatol Rapoport, there is L,.

* adequate reason to question that systems theory has achieved even the
status of a theory, as that term currently is defined by the scientific
community. "General systems theory is best described not as a theory in
the sense that this word is used in science but, rather, as a program or
a direction in the contemporary philosophy of science" (Rapoport, 1968).

Rapoport has suggested different meanings for theory. For the
exact (or natural or physical) sciences, theory is a collection of derived
theorems tested in the process of predicting events from observed conditions.
For the social sciences, theory is fundamentally metaphorical, since such
"sciences" by their very nature can only attempt to achieve and impart
intuitive understanding of social behavior, institutions, cultures, etc.
He pointed out, however, that metaphor and analogy, although they cannot

be accepted as scientific "explanations," are sometimes important aids in
the sense that they prepare the mind to make more precise investigations.
It is in this sense that the so-called "models" of the non-exact sciences
are to be appreciated (Rapoport, 1968).

Even if the best that systems theory is able to claim is the status of
a metaphorical framework, it seems not inappropriate tu expect that, in
light of its title and the grand expectations it has generated, it be supplemented A
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as necessary to achieve at least theoretical sthtus. Most sources agree
that the essential criteria for any theory are essentially threefold:..

First, the theory should stipulate all of the factors that are relevant M.".• *

to the subject at hand; second, it should provide an explanation of why
or how these factors are relevant; and, third, it should be testable and
confirmed by the available evidence. (See, for example, Reynolds, 1971,
and Nagel, 1961.)

For purposes of this discussion, it ., suffice here to address just

the first of these criteria: i.e., the extent to which systems theory -
accounts for all of the factors that are relevant to organizational
performance.

At the most fundamental level, a system is defined as a complex of
mutually interacting parts or components (von Bertalanffy, 1962; Ackoff, 1960).
Miller (1978) has defined three kinds of systems: conceptual, concrete and
abstracted. Living systems, in turn, constitute a subset of concrete
systems that must meet eight criteria (Miller, 1978):

* The system must be open and exchange
commodities with its environment. _

o It must be able to repair internal
breakdown and thereby maintain certain -

levels of energy and order.
* It must be complex beyond a '.T :

minimum degree.
* It must evidence some program,

template, or originating blueprint. .

* It mlust be composed largely of protoplasm.

* It otst contain a decider subsystem.
* In order for it to survive, 19 critical

subsystem processes must be carried out.
* It must be an integrated totality with

the characteristic of self-regulation,
the capability of development and
reproduction, and the trait of having
purposes and goals. ..

Both Miller (1978) and Boulding (1956) identified various levels that

comprise a systems hierarchy. Miller's levels are (1) the cell, (2) the
organ, (3) the organism, (4) the group, (5) the organization, (6) the society,
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and (7) the supranational system. Boulding delineates nine levels:

(1) frameworks, (2) clockworks, (3) thermostat, (4) cell, (5) plant,
(6) animal, (7) human, (8) social organizations, and (9) transcendental

systems. ,v"

Boulding noted that at his eighth, or organizational, level, "we

must concern ourselves with the content and meaning of messages, the nature
and dimensions of value systems, the transcription of images into historical

record, the subtle symbolizations of art, music, and poetry, and the

complex gamut of human emotion" (Boulding, 1956).

Rapoport and Horvath (1959) have distinguished between organization
theory and the "theory of organizations." They saw the former as dealing

with general and abstract organizational principles; it applies to any
system exhibiting organized complexity. As such, it is seen as an

extension of mathematical physics or, even more generally, of mathematics

designed to deal with organized systems. The theory of organizations, on

the other hand, purports to be a social science. It puts real human organ-

izations at. the center of interest. It may study the social structure of

organizations and so can be viewed as a branch of sociology; it can study
the behavior of Individuals or groups as members of organizations and so

can be viewed as a part of social psychology; it can study power relations

and principles of control in organizations and so be fit into political Nod,

science.

One of the most forceful early articulations of the systemic view of

the organization was that of-Katz and Kahn in their book The Social Psychology

of Organizations (1966). They viewed the organization as an energic

input-output system and sluggested two criteria for identifying social systems

and determining their functions: (1) tracing the pattern of energy exchange

or activity of people as it results in some output, and (2) ascertaining how

the output is translated into energy which reactivates the pattern.

It is interesting to note that Katz and Kahn, in the preface of their

book, attributed the origins of their work to the human relations research

of Rensis Likert. They contended that the previous literature largely had

ignored "the great central area of man's behavior in organizations and

institutions and the psychological character of such groups." Yet,
they referred to organizational functions or objectives not as the conscious
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purposes of group leaders or group members but, in systemic terms, as
"the outcomes which are the energic source for a maintenance of the same
type of output."

For the most part, those efforts that have been made within the systems
theoretic framework to deal with various social groupings have tended to
try to reinterpret or redefine traditional concepts into systems terminology
rather than to adapt systems theory to the organizational or social context. C.
This Is exemplified in the works of Buckley (1967) and Kast and Rosenzweig
(1979). Johnson, Kast and Rosenzweig (1973), for example, have asserted:

"The systems concept is primarily a way of thinking
about the job of managing. It provides a frame-.","4o ..
work for visualizing internal and external environ-
mental factors as an integrated whole. It allows
recognition of the function of subsystems, as well
as tha complex supersystems within which business-
men must operate. The systems concept fosters
a way of thinking which, on the one hand, helps
to dissolve some of the complexity and, on the
other, helps the manager to recognize the nature
of complex problems and thereby to operate within
the perceived environment.' t

Most such treatments have concentrated on what have come to be the
dominant concepts of systems theory: subsystems or components; holism,
synergism, organicism, and Gestalt; the open systems view; input-trans-
formation-output; system boundaries; negative entropy; steady state,
dynamic equilibrium, adaptability, and homeostasis; growth; feedback;
hierarchy; internal elaboration; multiple goal-seeking; and equifinality.
The discussion of Factor II focuses on five of these concepts: open

systems, subsystems, adaptability, equilibrium, and growth.

Open vs. Closed Systems

The notion of "open" and "closed" systems has been approached from

two perspectives: as a system attribute and as a theoretical orientation.
In the first perspective, "openness" and "closure" refer to the structural
characteristics of tha organization. The extent to which a system is open
or closed is determined by the permeability of its boundaries and the
mutuality of its relationships (Beer, 1976). In this context, systems at
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any level of analysis--individuals (Allport, 1960; Menninger et al.,
1963), groups (Miller, 1964; Ziller, 1965), and organizations (Katz and

Kahn, 1966; Miller and Rice, 1967)--can be described as being more or

less open. In the organizational literature, moreover, there has been

a tendency to distinguish open and closed systems with a somewhat different

nomenclature--specifically, organic and mechani,tic (Burns and Stalker,

1961). Here too, the distinction is based on boundary and relationship

conditions: ,

Organic (Open) Mechanistic (Closed)

Boundaries More permeable More impermeable

Roles Defined by nature of task Precisely defined
and individual competencies

Interaction Horizontal and vertical; Primarily hierarchical
consultation over command

In the second perspective,, the concepts of "open" and "closed" systems
are used to distinguish not between systems, but between theoretical

orientations to systems (Mott, 1972; Negandhi, 1975). Openness and

closure here denote two polar views of organizations. The distinguishing

feature of these perspectives is the consideration given to the effects
of the environment on the organization.

"Adherents of the closed system perspective tend
to set aside or to give inadequate consideration
to the effects of the environments in which
organizations exist; they concentrate instead
on internal workings. The open approach starts
with an opposite assumption: as organizations
exist in dynamic environments, their functions
can be understood best by taking these
envi•ronments into account"(Mott, 1972).

The I urpose of noting this dual use of open and closed systems in organiza-

tional theory is to point out that there are two loci of openness: inherent

in the structure of the organization and/or inherent in the theoretical

framework of the individual.
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Katz and Kahn (1966) identified nine characteristics which define

all open systems and specified the nature of these factors in the organi-

zational system:

"1. Importation of Energy - Organizations
must draw renewed supplies of energy
from other institutions, or people,
or the material environment. No social
structure is self-sufficient or self-
contained.

2. Through-Put - Open systems transforn the .
energy available to them. The organiza-
tion creates a new product, or processes
materials, or trains people, or provides
a service. These activities entail some
reorganization of input.

3. Output - Open systems export some product
iot eenvironment, whether it be the
invention of an inquiring mind or a
bridge constructed by an engineering firm.

4. Systems as Cycles of Events - The pattern
of activities of the energy exchange
has a cyclic character. The product ,..
exported into the environment furnishes%
the sources of energy for the repetition
of the cycle of activities. The energy
reinforcing the cycle of activities can
derive from some exchange of the product
in the external world or from the activity .
Itself. In the former instance, the
industrial concern utilizes raw materials
and human labor to turn out a product
which is marketed, and the monetary
return is used to obtain more raw
materials and labor to perpetuate the
cycle of activities. In the latter
instance, the voluntary organization can
provide expressive satisfactions to its
members so that the energy renewal comes
directly from the organizational activity
itself. 4

5. Negative Entropy - To survive, open systems
Smust moveto arrest the entropic process;
they must acquire negative entropy. The
entropic process is a universal law of
nature in which all forms of organization
move toward disorganization or death. The
open system, however, by importing more energy A..'.
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from its environment than it expends, ON
can store energy and can acquire %
negative entropy. There is then a %
general trend in an open system to
maximize its ratio of imported to
expended energy, to survive and even
during periods of crisis to live on
borrowed time. Social organizations
will seek to improve their survival
position and to acquire in their
reserves a comfortable margin of
operation.

6. Information In ut Negative Feedback,
and te Codng Process - Inputs are
also 1nforiat' v' in character and
furnish signals to the structure about
the environment and about its own
functioning In relation to the
environment. The simplest type of
information input found in all systems
is negative feedback. Information
feedback of a negative kind enables
the system to correct its deviations
from course.

7. The Steady State and Dynamic Homeostasis -
The importation of energy to arrest entropy
operates to maintain some constancy in
energy exchange, so that open systems
which survive are characterized by a
steady state. A steady state is not
"motionless or a true equilibrium. There
is a continuous inflow of energy from the
external environment and a continuous
export of the products of the system, but
the character of the system, the ratio of
the energy exchanges and the relations
between parts remains the same.

In adapting to their environment,
systems will attempt to cope with external
forces by ingesting them or acquiring control
over them. The physical boundedness of
the single or"ganism means that such
attempts at control over the environment r
affect the bohavioral system rather than
the biological system of the individuf.l.
Social systems will move, however-, towards
incorporating within their boundaries the
external re.ourres essential to survival.
Again the result is an e pansion of the
original system.
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Thus, the steady state which
at the simple level is one of homeo-
stasis over time, at more complex
levels becomes one of preserving the
character of the system through growthand expansion. The basic t~ype of "'
system does not change directly as a
consequence of expansion.

8. Differentiation Open systems move in
tfhe direction of differentiation and
elaboration. Diffuse global patterns
are replaced by more specialized
functions. Social organizations move
toward the multiplication and elabora-
tion of roles with greater specializa- ,"
tion of function.

9. Equtfinality - Open systems are further "
characterized by the principle of equi-
finality, a principle suggested by von
Bertalanffy in 1940. According to this
Principle, a system can reach the same
final state from differing initial
conditions and by a variety of paths."

The Katz and Kahn framework is reDresentative of the general systems view
of organizational characteristics and processes (see also Boudling, 1956;
DeGreene, 1974; Laszlo, 1972; Steers, 1977).

Katz and Kahn (1966) pointed out several misconceptions which they

believed could arise in organization theory and practice when organizations
are regarded as closed rather than onen systems:

1. Failure to recognize that because the .,,

organization Us dependent upon inputs
from the enyironment--which are not a .. ,
corstant--its efforts to maintain a
constant environment oft'an produce
changes within the organizational
structure.

2. Failure to recognize the principle of
equifinality governing the o-ganization,
namely that there are several ways to
produce the same outcome.

3. Failure to -recognize that environmental
influences are not sources of error
variance in research studies, but are
integrally related to the functioning of the
system and necessary to an understanding of it,
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4. Failure to recognize, in practice,

the importance of obtaining feed-
back about changes in environmental
forces during planning and fore- " ..
casting operations.

However, while openness and organicism appear to relate to organi-

zational viability and effectiveness, highly closed, mechanistic systems
do exist and prosper. In fact, Schein and Greiner (1977) noted that
"the preponderance of evidence...shows that bureaucratic structures are

still the dominant organizational form". Alderfer (1976) cited

two possible reasons for the viability of closed systems:

1. The closure Is offset by violent
explosions within the system (S kes,
1958; Stotland and Kohler, 1965•,.

2. Internally closed systems complementtheir overtly impermeable boundaries•.

with covert openness (e.g., sarcasm,
satire, unauthorized behaviors across
boundaries)(Sykes, 1958; Alderfer, 1972;
Goffman, 1961).

Bennis (1965, 1966, 1969), in his earlier works, wrote that bureaucratic,

mechanistic structures should be replaced by organic ones built on openness
and trust. Closed, mechanistic structures, he believed, were antithetical

to the ideals of growth and development. However, after experiencing the
realities of organizational life as an administrator in two academic

institutions, Bennis (1970) revised his views and became much more tolerant

of the bureaucratic structure.

Schein and Greiner (1977) proposed two possible explanations to the
question of why organic (open) structures have not been adopted universally.

One explanation is that offered by Bennis (1970): unenlightened managers
are simply resistant and slow to change. While the ideal situation is

the replacement of bureaucratic structures with ones built on openness and "

trust (Bennis, 1969), reality proves man to be more concerned with power and

profit and less with trust and warmth (Bennis, 1970). A very different
explanation is offered by the structural contingency theorists (e.g., Burns,

Stalker, Woodward, Lawrence, Lorsch, and Morse). They approach closed systems
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in terms of the organization's fit between its structure and external

environment. In this light, mechanistic (closed) structures are not

only appropriate for relatively stable environments (Burns and Stalker, 0

1961) and routine technologies (Woodward, 1965), but, in fact, are more ..

conducive to high performance than organic (open) structures in the same

environment.
Burns and Stalker explained their findings by noting that under

stable conditions organizations face relative certainty and thus can ON,

evolve highly efficient static structures and standardized procedures

for dealing with demands placed upon them. However, when the organization
confronts an unstable, uncertain environment, it cannot standardize

procedures because the problems are unique and themselves changing. In

a situation such as this, the organization must be able to develop new

and unique patterns of response at a fairly continuous rate. To the

extent that the organization is flexible, it can survive these conditions.

Thompson (1967) expanded on Burns and Stalker's approach with the

notion of boundary spanning units. These units insulate the technical

core from environmental uncertainty, thereby allowing it to achieve some

degree of stability. The structuring of boundary spanning units is

dependent on the degree of stability (degree to which the task environment

changes over time) and homogeneity (degree to which the task environment

is differentiated). Relating the concept of boundary-spanning units
to the typology of technologies developed by Woodward, Thompson draws the •,...'

following generalizations: \sýj." .7

TABLE 2. CONTINGENCIES AFFECTING OPENNESS AND

FLEXIBILITY OF ORGANIZATIONAL STRUCTURE.

Technical Core Flexibility Needs Structure Coordination

Mediating Low Rigid Standardized
Procedures t*,.

Long-linked More Less Rigid Quotas and
Schedules

Intensive Most Flexible Stress and
Individual

Discretion 05
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Mott (1972) noted that there are certain inadequacies with both the
open-system and closed-system perspectives. While the closed-system approach

tends to treat inadequately the problems presented to the organization by lie

its environment and employees, the open-system approach tends to give

inadequate attention to the importance of productivity and the utility of

structures designed to achieve it. Believing that there are theoretically .. ,•
and practically useful concepts in both views, Mott attempted to synthesize

them into a general model of organizations. The basic assumption of his

model was that "the degree of organizational closure is an important

variable mediating many of the relationships between other organizational

properties and organizational effectiveness". Organizations are

not viewed, therefore, as either totally open or completely closed, but

instead as:

"collections of centers of power in varying
degrees of centralization, related to one
another through interfaces that vary in
degree of organization and directness of
connection. Internal structure is constantly
being created and destroyed by the twin
functions of formal coordination and
informal negotiation. Organizations are
thus in permanent flux, but the amount of
this flux varies from one organization to
another. As roles, and relationships become
increasingly structured, the organization
becomes more and more impervious to its
environment--unless it develops special
units with the specific function of scanning
the environment and informing organizationalleaders of their findings" (Mott, 1972).

* Subsystems
The standard treatment of organizational components usually has defined

different departmental structures with the coiicepts of "line" and "staff."

Since the advent of systems theory, however, a general reorientation has
occurred in much of organizational theory. The organization per se is

treated as a system, and its components as subsystems. Katz and Kahn'9
0.1966) used this term because, among other reasons, it provided a way to
conceptualize a broad range of different organizations in a common framework.
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, ive major subsystems are identified in the literature. While the

names vary s~jIlewhat, they can be classified as follows: (1) Production/

Technical subsystems, (2) Supportive/Boundary-Spanning subsystems,

(3) Adaptive subsystems, (4) Maintenance subsystems; and (5) Managerial

subsystems (Katz and Kahn, 1966; Miller, 1965, 1971; Steers, 1977).

These subsystems hbve also been categorized as either primary or

collateral. While all subsystems must function to some degree of effective- '

ness in order for the organization to survive, some are more actively

involved in the "vital" processes of resource acquisition, production and

distribution than others, Those subsystems which "make the system go,"

by producing the marketable item, operating in the external environment

to obtain information and inputs and exchange outputs are called primary

"subsystems. These include the production/technical, supportive/boundary-.

spanning and adaptive subsystems.

To insure the effective operation of the primary subsvstems, there

"must be other simultaneous supporting and coordinating activities. Carrying

"out these functions are the collateral subsystems--maintenance and

manage-ial. Their chief purpose is to insure smooth relations among other

subsystems. While these two types of subsystems can be distinguised func-

tionally, it is obvious that individuals and/or units can be members of

more than one type of subsystem simultaneously (i.e., the production manager).

Following is a brief description of each subsystem and its impact on

the organization (Carroll and Tosi, 1977; Katz and Kahn, 1966):
alow

1. Production/Technical Subsystems. These
subsystems are concerned with the through-
put, or information transformation,
associated with the work that gets done.
They represent thp technical core of the
organization responsible for producing
the product or sp,,vice offered by the

,.' organization (Thompson, 1967).
2. Suportive/Bounda Spanning Subsystem.

These subsys'tems carry on the environmental
transactions in procuring the input or
disposing the output. Persons responsible
for thcse transactions are referred to as
boundary-role persons (BRP) and are critical
in the areas of sales, marKeting,-,,**
purchasing, public relations, and ,'"
recruiting (Aldrich and Herker, 1977;Ui Leifer and Delbecq, 1976).

39

I ,, -' , -, • . ., .'. - . . . . ... ... .. '. . , '-. .- . .. .. . •.. , -.-l .. . - . -, -. , - . , ,[!i~!! Il.f!l .a*,iii .ll ll a ll U-.l *. *'. u
/I



3. ".daptive Subsystems. These subsystems
a're conc-rnedW wtF sensing relevant
changes in the cutside world and
translating the meaning of. those
changes to the organization. A ,, ,
detailed review oi' the adaptation
process is given in a later section
of this chapter.

4. Maintenance Subsystems. These sub-
systems generally are concerned with
insuring predictability and the smnoth
operation of the rest of the organiza-
tion. Two principle functions are
in,)Ived: (1) to set and monitor
adherence to performance standards
for tasks, raw materials, product/
service quality and technical machincs/
processes; and (2) to maintain morale
through indoctrination, socialization,
rewarding/pinishinq, training and
overseeing the compensation and
performance appraisal systems.

5. Manageriae Subsystems. These subsystems
are concerned w cthointrolling, coordinating
and directing the subsystems of the organ-
ization. Two major types can be distinguished:authority structure, which defines the way

in which the managerial system is organized
with respect to its sources and implemerti-
tation of decision making; and regulatory
mechanisms, which give feedback to the 4'.

system about its output in relation to
its input.

The total system, conceived as the interaction of primary and collateral
subsystems, is illustrated in Figure 2.

m'..'...

m~.. .,."'
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SManagement Adaptive A"r i•.J

Subsystem Subsystems "4 o-

1usse 4 nFeedback/
:9'ubytm' ll•m~l•,,n KlrF•,I

Subsystems " •',
Boundary • , Boundary

-spannn8,,.. - - - -spanning '• •'

" Production0•" Subsystem

FIGURE 2. THE TOTAL SYSTEM

(from Carroll and Tosi, 1977)

Adaptation-Adaptabil ity

Sagasti (1970) has provided probably the most complete treatment of
the subject of adaptation and adaptability. He defined two types of
adaptation: structural and functional. A system displays structural
adaptation when the following condition is satisfied:

"Ore or more modification(s) of the system's
defining elements (E) and or relations (R) "..4W
which affect the system's potential production ow
of Y, generate one or more changes in ýE)
and/or (R) such that the Y producsing property
of the system is preserved with at least theuanre level of effIciency. The initial structuralmodification(s) is (are, called "stimulus' and .,.:'"
"the subsequent ones 'response"' (Sagasti, 1970).
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Similarly, a system displays functional adaptation when the

following condition is satisfied:

"One or more modifications of the system's defining

elements (E) and/or relations (R) generate a,.*'
change in the function of the system, so that
it will produce a different class of entities Yl;
these are more compatible with the new structure
of the system in the sense that, after the
initial modification of structure, the number
of states of the system producing Y1 becomes
greater than the numher of states producing
"Y. Therefore, after the stimulus, the
efficiency of the system as a potontial
producer of Yj is greater than its efficiency
as a potentiaT producer of Y" (Sagasti, 1970).

Sagasti classified adaptive behavior first from the structural point

of view. He did so by establishing the relationship between stimulus Z

(which may be either external or internal) and response (which may be %

either Darwinian or Singerian). Darwinian-External Adaptation is the most

widely studied type of adaptation. An organizational example of this
type of adaptation is when an organization changes within (object) in

order to adapt to changes in the external environment. Darwinian-Internal N

Adaptation has both the disturbance and the modification taking place

within the object. A biological example occurs within the human body when

the malfunction of one organ causes its function to be assumed by another
organ. Slngerian-External Adaptation is where both stimulus and response

occur in the environment, as in a thermostat where a change in the temperature

of the environment causes the thermostat also to change. Singerian-Internal

Adaptation occurs when the stimulus coms tfrom within the object and the

response is oriented toward changing the environment, as when a person

with a high fever (internal) changes the room temperature (environment).

"In classifying functional adaptation, Sagasti used Ackoff's (1971)

interpretation of systems as either goal-seeking, purposive, or purposeful.
He further differentiated homogeneous systems, in which the function of the

elements of the system is to serve the function of the whole, and hetero-

geneous systems, where the functions of the elements are served by the

function of the whole. In Homogeneous-Goal-seeking Systems, there is no

choice in the selection of a response to a stimulus, and the elements serve
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the function of the system. An example is an organism whose sole
function is to survive :-:- the elements of which are geared
toward performing that function. In the Homogeneous-Purposive System,
on the other hand, the function of the elements is to serve the functions of ".,"'•*
the system, but the system Is able to choose a response to a given stimulus.

An example might be a religious organization or a sports team where the
"members set aside their own motives and ambitions to further the goal of
the organization. The Heterogeneous-Goal-seeking System is a strange
combination where the system function is to serve the functions of the
individual elements but has no choice in selecting its responses to stimuli.
This is not a particularly meanir,gful category. The purpose of the
Heterogeneous-Purposive System is to serve the functions of its elenents,
but the system has choice in selecting responses. Examples include community
organizations and educational institutions.

Sagasti further defined a "purposeful" system as follows: "a system
whose function is to produce a particular set of entities, Y, is purposeful
if, during the adaptation process, it can change its function from producing.
Y to producing another kind of entities Y1 ." Only purposeful systems can
display functionally adaptive behavior; however, though purposeful systems
can change their function, they need not do so in response to every
stimulus. Finally, a Functionally Adaptive System is a purposeful system
which d0splays functional adaptation. Organizations that change their
objectives in response to any type of stimulus belong in this category.

Leavitt, Dill and Eyrlng (1973) distinguished between two types of
adaptation: responsive and active. In the former case, the organiiation
attempts to adapt to an environment, regardless of the conditions that
exist there. Many potential dangers arise in this situation, both practical
and ethical. In the latter case, the organization changes itself to meet
the demandc of the environment, but at the same time attempts to alter

that environment. While this situation typifies many organizations whose '..'.*

prime purpose is to "change their worlds," it too poses several dilemmas.
The principal problem for the organization in this case is'to achieve a
blend of action and adaptation which allows the organization to maintain

its own identity, change its environment, and yet remain a part of it.
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Most of the literature on organizational change and development assumes :,

a reactive model of adaptation. As shown in Figure 3, adaptation is a

stage in the overall process of change in which the organization reacts or

responds to environmental demands (Hrebiniak, 1978). Conceived in this '

way, adaptation constitutes a reaction to various kinds of external cues.

i' Environment -0- .. values -9Feedback4' S F

__•.) -Assessment

- Relative Strength of - Support/Resistance
Forces and Pressures %

- Cooperative and ,PercivedNed

Competitive Strastegies' for Change

* - Adaptation. (Reaction)
- Innovation

__±,•a ",ion - Invention (Promctlon) Decision•,•','w1 rpniatlonRegarding Change

- Power Values N,
4

.

- People
- ProblemsI Rasa
- Priorities [ aable,-

- Authority/Power ..,116 - Level

- Climate
- Proremilonalizatlon"

FIGURE 3. THE ADAPTATION STAGE OF THE

ORGANIZATIONAL CHANGE PROCESS :

(from Hrebiniak. 1978)
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Lawrence and Lorsch (1969) emphasized differentiation and integration

,1 in their treatment of organizational development. According to their

view, the degree of differentiation appropriate for the organization is
determined by the environmental demands placed upon it. To the extent

that the environment is certain (or stable), the level of differentiation

will be low. As the degrees of certainty vary, the organization will

require more differention. Adaptation--through varying the level of W

differention--is, in this model, a reaction to the level of certainty

in the environment.

Similarly, Thompson (1967) defined adaptation in reactive terms in his

technological model. He argued that organizational structure in terms of
(1) decentralization, (2) the number of boundary spanning units necessary

to monitor the environment, and (3) emphasis on rules and responses for

adaptation depends on the homogeneity and instability of the environment.
Schein (1970) also reflects an orientation toward the reactive natureINI

of adaptability. The principal functions he attributed to adaptation--sensing,

communicating Information, and changing--represent the organization's

ability to sense changes in the environment and respond to them. Generalizing
from the literature surveyed, therefore, the vocabulary of adaptation appears

"to emphasize "adjusting," "responding," "coping," and "reacting."
Innovation adoption has been characterized as a mode of "reactive"

adaptation which implies a somewhat more active function, In a review of

the literature on organizational innovation adoption, Ross (1974) concluded
that the literature

"lacks consensus on even a few major conditions
affecting innovation adoption, has not worked
with care on the indicators of adaptability,
and generally fails to test its observations
using models, such as mathematical models,
"relating environmental and internal conditions
to organizational behavior in adoption perfor-
mance ." ,M

However, Ross was able to identify in the existing literature seven

A_•i models of innovation adoption by organizations, as follows: *'

4,:
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1. The "strong leadership" model - adopt
innovations under the direction, and
insistence if necessary, of the admin-
istrative head or functional head of
the target organization.

2. The "rational change process" or Pak,

"management obJectiyes" model -
adopt innovations by having the target
organization (1) sense problems or needs
or state objectives and priorities,
S2) develop alternative solutions,
3) evaluate alternatives using specified

criteria, (4) select and adopt one
alternative, and (5) follow up to
observe achieved results.

3. The "response to a need" or "squeaking.
wheel" model - adopt innovations only
-feir a need or problem, located either ".-

N in the market or in the organization it-
self, is clearly recognized; then tailor
the innovation to the need.

4. The "Internal change agent" or
"organization development" model -
adopt Innovations as a consequence
of the active influence of one or
several people working in the target
organization who facilitate communl-
cation and group attention to group
objectives, to produce continuing
attention to adoption of a particular
innovation or or innovations in general.

5. The "adopting competitive practice or
"lighthouse" model - adopt innovations
by observing a demnstration of the
practice in a similar organization, then
modify or copy it for use In the target
organization.

6. The "outside agent" model - cause theadop~tion of Innovations by creating an'

agency outside the target organization
whose special role is to introduce
innovative practices in the target
organization, usually through consultative
practices or through requirements of law.

7. The "incentives for change" mdel - make
changes oY offering financial support of
a temporary or continuing kind on the con-
dition that the target organization adopts
a specified innovation.'

.46 1 '16
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Ross examined 30 schools to test the validity of these models ao a

description of innovation adoption. His findings showed that "no existing

model of the process by which organizations adopt new practices was

general enough to reasonably fit...a major fraction of the innovation 1,0
adoption histories" studied. In response, Ross developed a general ,
model of innovation adoption which stated that "adoption climate, and

therefore adoption performance (a), is a function of initiating (1) and

sustaining (S) mechanisms". Initiating mechanisms carry new ideas

into the organization, while sustaining mechanisms create an internal

environment which Is favorable to their survival. Feedback mechanisms

"within the organization facilitate the communication necessary for this

process. A correlation analysis was used to demonstrate the validity of

this model. Further research replicating these findings was recommended.

There is a small body of literature which stresses the proactive nature

of organizations. A detailed discussion of this concept and its treatment
in the literature is provided by Weick (1969). According to this view:

"..(O)rganizations are always proactive. They
create and constitute the environment to whic '
they react; the environment is put there by the 1.'.

actors within the organization and by no one
else. This reasserts the argument that theenvironment is a phenomenon tied to processes -•;

of attention, and that unless something isattended to it doesn't exist' (Weick, 1969).

Katz and Kahn (1966) defined the adaptive functions of the organization

as the means by which the system actively maintains a steady state--the

equilibrium requisite for survival.

"The adaptive function...is directed toward the ,,
survival of the organization...(It) moves
in the direction of preserving constancy
and predictability in the conditions of
organizational life. (While) the maintenance
function moves toward a constant set of
internal structures, (t)he adaptive function
tends to achieve environmental constancy by
bringing the external world under control"
(Katz and Kahn, 1966).
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The adaptive function can operate In two directions: it can strive to

attain control over external forces to maintain an internal status quo

(reactive) or it can seek internal modification of its own s'tructures and
processes to meet the demands of a changing environment (proactive). Katz

and Kahn (1966) placed higher priority on the former mechanism:

"The hypothesis seems tenable that the dominant
tendency will be to seek control over the
environment rather than to modify internal
structures to accord with external changes.

* The organization thus will proceed on the
principle that it is easier to make the
world adjust than it is to adjust to the
world, and the latter alternative will be
adopted only if the first offers small
hope for success" (Katz, and Kahn, 1966).

Carroll and Tosi (1977), recognizing the proactive side of adaptation
In their review of several different organizational types, cited several

ways In which an organization might influence the nature of its environment
in an active, rather than passive, way:

@ lobbying to change laws or regulations
@ investing time and money into R&D which

could Increase technological volatilit,v

e increasing the market volatility by
generating demands in other segments
of the population.

Ackoff (1971) characterized adaptability as both a proactive and
reactive process. A system is adaptive, according to Ackoff, if, when

there is a change in its environmental and/or internal state which reduces .

its efficiency in pursuing one or more of its goals which define its

function(s), it reacts or responds by changing its own state and/or that
X%., of its environment so as to increase its efficiency with respect to that

goal or goals. Thus adaptiveness is the ability of a system to modify

itself or its environment when either has changed to the system's disadvantage

so as to regain at least some of its lost efficiency.
Ackoff defined four types of adaptation:
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Other-other adgptation: A system's reacting
or responding to an external change by
modifying the environment (e.g., when a -.'..person turns on an air conditioner in a

room that has become too warn for him to
continue to work in).

* 0ther-selfQd aptation A system's reacting
or responding to an external change by "
modifying itself (e.g., when the person
moves to another and cooler room).

s ldf-other adaotation: A system's reacting
or responding to an internal change by 7r.
modifying the environment (e.g., when
a person who has chills due to a cold
turns up the heat).

s alfsealf. dataittoun . A system's reacting
or responding to an internal change bymodifying itself (ecg., when that person
takes medication to suppress the chills).
Other-self adaptation is most commonly
considered because it was this type with
which Darwin was concerned in his studies
of biological species as systems.

Numerous authors--including Ashby (1960), Marney and Smith (1964),
and Berrien (1968), among others--accept the common definition of adaptation
generally as follows: "adaptive systems are those which maintain their
essential variables within those limits necessary for survival within the

environment in which they exist." According to Campbell (1976), in its
most general sense, adaptability denotes the ability of an organization to
"change its standard operating procedures in response to environmental

changes".

Marks (1977) defined adaptability as the organization's ability to
achieve a congruence between environmental demands and its own internal
organization. This concept of adaptability builds on an earlier proposition

that a system copes effectively with only that subsystem of the total
environmental variation for which it has developed "matching" internal
process structures (Miller, 1973). According to Buckley (1968):

"When the internal organization of an adaptive
system acquires features that permit it to
discriminate, act upon, and respond to aspects
of the environmental variety and its constraints,

49

4... %, * -A

A,,. , ,, , .... ~ 4 *••'-? ' :...-. ~ .* .•T i ' - i - , ,- . . . . . ., , ' -. '



we might generally say that the system
"has "mapped" parts of the environmental
variety and constraints into its
organization as structure and/or
"information." Thus, a subset of the
environment is coded and transmitted...
to result in a change in the structure"in of the receiving system which is isomorphicofitn certain respects to the originalsoo

variety. The system thus becomes selectively
matched to its environment..."

Emery and Trlst (1965) regarded adaptability as a boundary func-tion.

The key to system responsiveness lies in the ability of management to

control the boundary conditions--the forms of exchange between the organi-

zation and the environment. Through boundary role persons, management

should be able to sense changes in the environment, communicate them to

relevant subsystems within the organization and regulate the degree of_''

boundary permeability to protect the system from threats, yet open it to

opportunity.

Marks (1977) likewise placed ultimate responsibility for adaptation

with management--in this case, top management. According to Marks, the

critical processes, involved in adaptation are planning, strategizing and

forecasting. These are, typically, management functions. To be effective,

adaptive planning must follow three general guidelines:

1. The planning system must be concerned with the
development of strategy, not with "number-
crunching" exercises.

2. The development of strategy must be an . 4.

interactive process involving most levels
of management.

3. Planning must be organized in such a way
as to be used "comfortably" by top
management "in the fulfillment of
what is now their major task."

Berriern (1964, 1968, 1971, 1976) discussed organizational adaptation .

in terms of Group-Needs Satisfactions (GNS)--"satisfactions which members

ofa group experience by virtue of their membership--and Formal Achievements

(FA)--the outputs for which the system was designed. Typically, while a work
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group functions in such a way as to increase its GNS, it is constrained
by the supervision or supra-system which serves as a damper or suppressor
on GNS. Simultaneously, the supra-system's principal interests are

toward increasing FA, while the work group provides a balancing resistance , ,
to these FA pressures. In such a system, both outputs are controlled by

a balancing of conditions. The upper limit of FA is determined by the
physiological capacities of the workers, their norms, and methods of
operation. The lower limit of FA is established by the supra-system which
demands a minimal level of output on pain of reprimand, or in extreme cases,
separation from the supra-system. The lower limit of GNS is in the hands of
the work group itself, which will disband when satisfactions reach some

unacceptable level. Finally, the uper GNS limit is controlled by the

supra-system, which imposes restraints on what it construes as too much
socializing or other interpersonal interaction not contributing directly "

.1i to FA. The balancing of 'these two competing, yet complementary and mutually

contributory, functions is what allows the system to adapt, both externally
and internally.

Terreberry (1968) wrote that "system adaptability (e.g., organizational)

is a function of the ability to learn and to perform according to changing

environmental conditions". Several factors appear critical to this
ability:

~6~ 1. Flexible structure, e.g., decentralized V,

decision-making;
2. Diversity in input and output inter-

dependencies; ".E

3. Perceptual and information-processing .'.

,.,~q capacities, characterized by
"- ability to secure advanced information
"of impending change (through boundary
personnel)

- search for and activation of more
advantageous input and output transactions

- available memory store of interchangeable
input and output components in the ",
envi ronment. .9

4. Internal changes that improve system's
tranýactional advantage (e.g., technology).
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•,', The concept of adaptation-adaptability has been shown to relate
significantly to the construct of organizational effectiveness. Steers

(1975) reviewed a representative sample of seventeen multivariate models :yom

of organizational effectiveness and demonstrated that, while there was

"a lack of consensus as to what constitutes a useful and valid set of

effective measures," the adaptability-flexibility construct was the most
frequently used evaluation criteria. Table 3 shows a comparison of the

frequency of usage of various effectiveness criteria in the literature.

TABLE 3. EFFECTIVENESS CRITERIA AND FREQUENCY

OF USAGE IN SEVENTEEN MULTIVARIATE MODELS

(from Steers, 1975)

Criteria of
Effectiveness Frequency of Usage

Flexibility; ability to adapt 10
Productivity 6
Satisfaction 5

Profit 3
Resource Acquisition 3

Absence of tension or strain 2
Control over environment 2 "__,

Development 2
,:Efficiency 2 X,"

Keeping employees 2

Growth 2

Integration 2

"Openness of communications 2

Survival 2

Other 1
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"Bennis (1966) identified three criteria of organizational health:

adaptability, rea&ity-testing and identity. Adaptability here refers to an

organization's ability to survive in a rapidly changi,,j, turbulent environment.
As such, it coincides with the organization's problem-solving ability.

Identity, &n essential prerequisite for adaptability, denotes the deqree

to which an organizition is clear about and comnmitted to its goals.

Reality-testing, the ability to sense changes and pertubations in the

environment, is also essential before adaptabilty can occur.

Building upon Bennis' notion of adaptability, Schein (1965, 1970) A

developed the notion of the Adaptive-Coping Cycle as the primary mechanism

for adaptation. Six processes comprise this cycle of activities, .s

discussed in Chapter 1. Schein's notion of adaptability was developed

further i0' a military context by Olmstead (1972). Olmstead added a

seventh process to Schein's cycle-.-that of feedback, the transmission

of information on the results of the coping actions taken. These

seven processes became, for Olmstead, the major components of a

theoretical construct which he named "Organizational Competence".

"The conceptual framework derives from the view
,that one of the most critical factors in the
effectiveness of any organization is its
ability to sense changes in its external and
internal environments, to process the infor-
mation sensed, and to adapt operations to
the sensed changes. The ability of the

, •organization to perform these functions
is what is meant by "Organizational '"
Competence"--the capacity of an organiza-
tion to cope with continuously changing
environments"' (Olmstead, 1972).

Competence, or adaptability in its most general sense, is not synonymous

with the traditional concept of "effectiveness," but rather is a major

determinant of it. In a study of 10 groups of 12 officers participating

in a battle simulation, Olmstead found that the seven processes of

Competence accounted for 46% of the variance within effectiveness. Thus,

where 'Effectivenessu is the final outcome (mission accomplishment, '
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productivlty, etc.), OCompetence" is the ablity Of the organization to
perform the crittical operational f:unctions, or processes, that lead to .'•

the achievement of effectiveness.
Webb (1974), in a study of the voluntary (church) organization,

tested a four-factor model of organizational effectiveness comprised of
cohesion, efficiency, adaptability and support. Results of the study
indicated that adaptability--the congregation's readiness to accept
change and its ability to respond effectively to change and regain its
original level of operation--accounted for 17% of the variance in the
measure of overall church effectiveness. Webb concluded that because the
nature of voluntary organizations implies "rotational leadership," it is
critical that the membership have a flexible disposition. Webb even

suggested sporadically imposing purposeful small-scale change on the
organization to "prevent stagnation."

Effectiveness, in terms of adaptation, represents the organization's

ability to achieve a balance between opposing forces. Louis (1980) pointed
to the natural tension between two input processing systems found in most
modern organizations: recruiting, which serves adaptive purposes, and
socialization, which serves homeostatic purposes. Ideally, recruiting and
socialization should be interdependent, However, in practice, mutual V.,"

design and intersystem coordination almost never occur. Through recruiting,
new members are engaged to fill positions in the ongoing sociocultural system
that is the organization. The aim in recruiting %• to fill positions.
Typi..ally, therefore, there is a tendency for recruiters to "sell" (or

oversell) prospective members on the organization and thereby create expec-
tations about life in the organization that, in the extreme, may be

grosily inaccurate. Inaccurate and subsequently unfulfilled expectations
lead to disillusionment and discontent among new members, and may

ultimately result In their decisions to leave the organization. Instead
of merely filling positions, recruitment should be aimed at filling positions

with appropriately qualified and realistically informed Individuals. To
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do this would require reintegration of overlapping socialization functions.

It is in and through socialization that discrepancies between the glorified 'l
images of life in the organization engendered during recruitment and the

organizational realities are experienced.

Weick (1969) noted a different strain in the organization as it strives

for flexibility (i.e., adaptation to changes in the internal environment),

on the one hand, and stability on the other.

".Organizations continue to exist only to the Pe.
degree that they are able to maintain a
balance between flexibility and stability...
(However,) the requirements for flexibility
and stability are mutually exclusive" (Weick, 1969).

As structure is applied to facilitate stability within the organization, the

ability to detect changes In the environment is reduced and system flexibility

is Jeopardized. Effective coping--maintaining stability and flexibility--

can occur, according to Weick, In at least two ways. The first, sequencing,

involves the selective structuring of processes depending on the predicta-

bility desired At a givun time. The second, parallel-processing, involves

the simultaneous structuring of processes in two different subsystems.

While very little research has been done on the sequencing approach,

significant attention has been given to the real-life application of

parallel-processing strategies (Miiler, 1973). The differentiation-integration

principle of Lawrence and Lorsch (1969) is perhaps the most well known

adaptation of this strategy:

"(H)ow much differentiation should exist among
various groups...depends upon what internal
characteristics each group must develop to
carry out planned transactions with the
environment. More specifically, it
depends primarily upon the extent to
which the certainty of information within
the various parts of the environment is
similar or different" (Lawrence and Lorsch, 1969).
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Successful adaptation results in a steady state. Equilibrium, as
conceptualized in systems theory, refers to the tendency of a system to
return to a given point or state (homeostasis) after being disturbed by

external forces. In this context, equilibrium is a dynamic concept.
Because survival presupposes a regular exchange of inputs and outputs, ,,,
the notion of equilibrium must imply a state in which this exchange is
occurring. Both internal and external factors regulate the exchange.
Internally, the organization must have an adequate work force and work-
place and be willing to provide adequate support for the through-put
process. To counteract external forces, the organization must be flexible
technologically so that it can adjust to modifications in input availability
and output demand (Trist, 1969).

Litterer (1973) related the notion of equilibrium to the goal structure

of the organization, specifically in terms of profit and loss. The apparent
stability ,f an organization's financial status is, in reality, the net

result of a financial loss followed by a vigorous effort to bring in profit,
followed by a profit, followed at & later point by another upset resulting
in a loss, ad infinitum. In this way, Litterer believed, the organization
moves from equilibrium point to equilibrium point. Importantly, these
equilibrium points are often interrelated in such a way that efforts to
bring one set of behaviors into equilibrium may result in disturbing the

equilibrium of another set of behaviors. Therefore, while the organization
has multiple equilibrium points (and related goals), not all of them are

simultaneously obtainable.

The general orientation of the literature on adaptation has been
heavily criticized by DeGreene (1980). He noted t~hat most of the work on
adaptive systems has been based on assumptions that have led to some persistent

pockets of ignorance. Among those assumptions are the following:

* Environmental change is relatively slow
and continuous and consequently 4an be
sensed and "understood by the system."
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- Environments consist of one or more
forces bWt not of fields of forces,
the interactions among which may
result in. a qualitatively and
quantitatively reconf•igurud field.

a There are no limits to system
complexity (although limits to
biological size and to surface/
"volume ratio and the like have
long been recognized).

, The same type adaptive processes
are applicable over the life
history of the system.

DeGreene's major thrust was that there is no such thing as an inherent
general system adaptability. There has never been a system and there

•,• ~never will be a system--except perhaps for the univer'se as a whole--which :_.
is generally adaptable. Certain critical and catastrophic periods in the

system's life--in particular, stress adaptability--and qualitatively new
designs-, are usually necessary to handle these situations. He suggested
that natural evolution and natural adaptability may be far removed from
the normative adaptability of today's human systems.

Growth

It is generally accepted that an organization must continue to grow VIA06

or eventually it will perish (Davis, 1951; Drucker, 1954; Hodge and .

Johnson, )970; Jucius and Schlender, 1965). However, there is not a.
general consensus on the precise meaning of "organizational growth". In
an extensive review of the literature, Starbuck (1965) Identified four
approaches to the subject. The first is the cell-division model, in which
"the organization is considered analogous to an organism. Growth is seen
occurring as it does with any organism--through cell division. This
approach gives little attention to the influences of' internal and external
change processes. The second approach is the metamorphosis model. This

nrdel focuses on the different patterns of structure and function that
appear as an organization grows. The metamorphosis model is the basis of
the approach taken by Lippitt and This (1979) and has been proven useful
In comparing organizations. The third model is termed the "will-o'-the-wisp"
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approach. Here growth is viewed as the process of pursuing some kind of ',

resource or advantage. The final approach is the decision-process model
by which the model builder attempts to reproduce the basic characteristics (''S

of a single decision process in enough detail to permit actual predictions

of future decisions.
Stcrbuck (1965) found that growth generally was defined as "the change

4in an organization's size when size is measured by the organization's
membership or employment". Several aspects of the growth process
are identified in his review:

, %,,.]
e Growth is not spontaneous. It is a

consequence of decisions- to hire, to
%%• fire, to increase output, to stimulate

demand, etc.
e Organizational growth can take place

only if increased size is positively
related to the achievemont of the
organization's goals and/or the
goals of individual members of the ' '

*i organization.
I Organizational growth may be a goal

in itself, as a symbol of success or
a benchmark for progress, but the most
widely accepted approach to growth
has been that it Is either a means
of attaining other goals or a side

__. ,, effect of such attainment, rather •!
than an end in itself.

Child (1979) identified two major theoretical models used to describe
organization growth. The two models represent the two sides of a

continuing debate over what forces generate or thwart organizational ,
growth. On one side are the adherents to a natural selection, or

environmental, model. This approach employs a biological analogy ,

of natural selection to suggest that firms which survive are those .

which have adapted themselves to the environment. Theorists within

this framework posit that environments "select" organizations for

WX. survival and growth according to the congruence between their ac-

"tivities and the demands of the environment. Child saw two limitations

to this model. First, it does not account for "imperfections in the
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system" whereby certain organizations seem to find protective niches

in the environment. Second, it does not allow for the possibility

that the leaders of some organizations are able to dominate external
parties by purposive strategies. The fact that this model gives no

information on how an organization adapts is an admitted limitation

of the approach.
On the other side is the purposive action approach, which focuses

on the actions by organizational decision makers aimed at generating it
K new conditions, upon the motivations and political processes which

underlie such actions, and upon the conscious strategies for managing
or adapting to the environment which actions express. The debate

which to analyze organizational growth in terms of the environment

and thq policies adopted by decision makers.

Child further identified three motives for growth usually attributed
to senior managers and decision makers who exert the most influence on

policy. They are:

1. Growth is a means for satisfying the
as• ratlons of organizational members.

organizations grow, the member
rewards tend to increase. Also, *

there is greater opportunity for new
projects to be undertaken, better ,..
career prospects, and increased
social prestige.

2. Growth can increase the organization's
chances of survival. Available data "
Indicates that fewer large companies
fail than smaller ones, and the
government is more apt to "rescue" a
failing large company. Also, growth
tends to increase economic resources,
bargaining power, and diversity of
markets. . .

3. Growth may be an aid to other strategies
selected to enhance an organization's
P erformance. High product quality and
desire for success can lead to organi- -,, zational growth. 16•''
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Litterer (1973) noticed a tendency in the literature toward using the

notions of "growth" .and "size change" interchangeably. This, he believed,

leads to considerable confusion. In distinguishing -the two concepts,

Litterer defined growth as "a process internal to the organization which F. -

brings about certain directions of development".,' Size, on the other

hand, is something which results from growth.

"To suggest, as is sometimes done, that a
change from one size to another is
growth confuses effect with cause.
Such a view may also obscure the fact k,,,

that growth can be manifest in ways
other than changes in size" (Litterer, 1973). .

Lippitt and This (1979) concurred with Litterer's conclusions and

described organizational growth in terms of renewal, rather than anr
increase in size. The key element in organizational renewal is the
ability to respond appropriately to situations. The renewal model,

illustrated In Figure 4, depicts this process.

FIUE .ORAIZTONRNEA ""-

4.,6

VAm

V.t V

FIGURE 4. ORGANIZATION RENEWAL

(from Lippitt and This, 1979)
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Four principal concepts characterize renewal: I,

1. Human resources - the groups of
Individuals needed to achieve
multiple goals.

2. Interfacing - the process by which

and make purposeful decisions.
3. Organizational growth - the stages

of development through which the
organization progresses.

4. Environmental response - a
situational response to external
factors influencing the growth
of the organization.

)The process of organization renewal requires three phases:

(1) confrontation (awareness, self-development and organizational
change); (2) search (communication, problem-solving and planning); and

N, (3) coping (confronting problems in a new way). Organizational growth
is accomplished through a continual process of renewal--that is, through
repeated confrontation-search-coping cycles.

Llppitt and This (1979) identified six developmental stages In the
growth process: (1) creation, (2) survival, (3) stabilization, (4) gaining

a reputation and pride, (5) achievement of uniqueness and adaptability, .
and (6) contribution to society. Passage to a succeeding stage is not
"automatic, nor is it impossible for the organization to "slip back" Into
anearlier stage. Regression, however, may be adaptive (e.g., a temporary
return to survival stage because of unresolved conflict within the

company). Most organizations, according to Lippitt and This, are
stagnating at the third stage, bogged down excessively in paper work
and details, neglecting the need for future planning and adaptation. .-

Berrien (1976) addressed the concept of growth in terms of adaptation
and coping. Growth in a social system is measured in terms of role
additions, i.e., an increase in the number of people interacting within the

system boundary which requires some adaptation. Such an Incremental

change in size brings with it (.1) modification in role specialization and
(2) changes in the interactions among the components. Organizational

A:
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growth beyond a given point not only requires role specialization but
also additions of several persons discharging identical or similar roles.
These individuals begin to form social subsystems with their own interactions • "S

and boundaries and their own GNS/FA ratios. The internal adaptations required

for growth essentially reside in these subsystems making provision for
the proper balance of maintenance and productivity. When one examines ,
organizations that have fallen into difficulties because they have
grown too fast, the problems usually can be found in (1) a breakdown
in exchanges among the subsystems that would otherwise sustain their
mutual supports and (2) inadequate maintenance inputs or some other
condition unbalancing the GNS/FA ratio within a few critical subsystems
or throughout the organization.

Scott (1974, 1979) and Peery (1972) have been particularly critical
of the systems and organizational theoretic affinity for growth as a
normative value. In particular, Scott (1979) has pointed to the traditional
belief that open systems have greater survival potential than closed or
mechanistic systems. This belief is predicated on the assumption that
open systems are better adapted for exploiting survival possibilities
in the face of uncertainty and turbulence. By implication, however, this

means that one system will adapt and survive at the expense of other
systems competing for resources in the same environmental domain. The
proper course for the future, he says, is to recognize limits to growth.

Filley and House (1969) define growth in more operational terms as an

"increase in absolute increments of change in growth indexes, principally
sales, assets and employment--generated from internal sources." In this
perspective, growth occurs in three stages:

1. The Small Firm. At this stage, almost
all organizational processes are executed -'

by the owner-manager. By the end of this
stage, however, differention into operating
act9 vities has begun. Relationships among
personnel are generally personal with few
rules and regulations. Goals are usually
defined and set by the owner-manager.
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2. Dynamic Growth. To enter this stage,
four conditions must exist: innovation,
significant returns for risk, entre-
preneurial orientation and additional '6
resources. Growth at this stage is
typically very rapid as sales rise and
new personnel are added. Leadership
gradually changes from personal to
entrepreneurial and charismatic. b

"Attention during this stage is
turned toward exploiting new oppor- ,
tunities; irternal resources may be
lagging behind.

3. Rational Adminiscration. This stage
marks the birth of a "bureaucracy."
The organization is structured by a I
well-defined set of tasks, Job , .
responsibilities, and authority levels.
Managerial emphasis is on planning
and controllin activities to insure
long-term survival.

B. RESEARCH

As is obvious from the foregoing theoretical discussion, many of

the concepts used to characterize open systems are very abstract. Because

of their abstractness and breadth, they are very difficult to operational ize,
and hence, to subject to empirical investigation. This is, in fact, one

of the major criticisms levied against systems theory as a framework for

understanding organizational behavior (Connolly, Conlon and Deutsch, 1980;

Price,1968b; Scott, 1914; Small, 1980; Webb, 1974). Several research

studies were uncovered in this review, however, and are discussed below.

System Openness

The hypothesized relationship between boundary permeability, relation-

ship mutuality and "effectiveness" has been supported by data from several

studies comparing organic and mechanistic organizations.
Smith (1970) investigated the innovativeness of several hundred technical

-. projects produced in a variety of academic and health agency settings.

A. Settings were grouped according to their marginality, i.e., the amount of ..",.,
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contact with external environments being studied. Results indicate
that innovativeness of projects produced in more marginal settings
(i.e., more permeable boundaries) was significantly higher than those
produced in less marginal settings, Moreover, the use of consultants,

membership in professional societies and other external contacts all
correlated positively with the production of innovative technical papers.
A similar correlation was found regarding internal boundary permeability.
A number of variables used as Indices of internal openness (e.g., extra

divisional consultation) were positively related to measures of performance.
Aiken and Hage (1968) studied the initiation of new programs in 16

social welfare and health organizations. Results showed that a signifi-

cantly greater number of programs were Initiated by those agencies which

also participated in joint programs (i.e., those agencies with greater

external boundary permeability).

Adaptation-Adaptability

Most of the research undertaken on the methods by which organizations
adapt to their environments concentrates on sample-wide generalizations
on the basis of bivariate relationships established through product-moment
correlations (Miller, 1979). Contextual variables, for the most part,
have been ignored. Miller noted that this condition holds true even for ,...
contingency theories:

"While the general orientation is called
-'contingency theory,' this is something of%
a misnomer because contingencies are so
narrowly and simplistically defined. For C l
example, it may be said that if the
environment is uncertain, then-organizations
will or must differentiate their sub-units.A condition of ceteris paribus is assumed,
and, often, only two variables are considered
without carefully examining the different
contexts which may determine the magnitude
"and direction of their relationship".
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This essentially bivariate approach, according to Miller, is at the root
of the conflict among adaptability study findings. While some researchers •

have found two variables to covary positively, a comparable number have r

demonstrated a negative relationship. In a study of 106 firms through

published accounts, Miller showed that the direction/significance of bivariate ... ,-..

product-moment correlations may vary significantly, logically, and

systematically according to the adaptive approach used by the firm. An
examination of relationships within carefully defined contexts, therefore,
could help to resolve some of the common discrepancies in the literature. ,:
Miller suggested the development of an empirically based organizational
typology which could be used to classify organizations according to several

attributes and thereby facilitate prediction of other adaptive .
characteristics. Advances have been made in this direction by researchers

such as Paine and Anderson, Thompson- and Tuden, Perrow, and Moberg and
Koch.

Mutt (1972) conducted an extensive review of the empirical literature

on the correlates of productivity, adaptability and flexibility and found
a preponderance of contradictory findings. He observed also, however,
the dissimilarities amorng research settings in which these studies were
conducted, especially in the degree of system closure. Mott then conducted
a large-scale study using ten hospitals, three federal agencies and one
other organization to test certain hypotheses about productivity,
adaptability, and flexibility in the light of measures of system closuve.
His findings on adaptability and flexibility are summarized below:

Adaptability:
1. Integration at the cultural, organizational

and psycho-social levels was required to
facilitate communication and problem-
solving.

2. Integration of the elite promoted
behavioral adaptation.

3. A high proportion of professionals among
personnel was negatively related to
behavioral adaptation.

4. The role of management is adaptive;
management must solve major problems
and make major changes in routine because
it has the authority and resources to do so.
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.5 The clarity of objectives waspositively related to behavioral
adaptation.

6., Older buildings housed less
adaptable staffs.

Flexibility:
1. In the hospitals studied, the more

flexible were the least well run.
Flexibility and coping ability
were facilitated by a large cadre
of experienced nurses. Conversely, - '.
in the federal agencies studied,
the flexible divisions were also
the most productive ones.

2. Flexibility was not related to the
clarity of objectives and rules.

3. When flexibility resulted from
careful planning for contingencies,
the characteristics of flexible
organizations resembled those of
adaptive organizations. However,
when flexibility involved improvised
responses to emergencies, clarity
of roles, productivity and
adaptability were low.

Campbell, Bownas, Peterson and Dunnette (1974) reviewed the empirical
literature on adaptability/flexiblIity/innovation adoption as part of a

major review of organization effectiveness research. Campbell et al.'s
overall conclusion is that "many authors have written about this

dimension...but relatively few have made attempts to measure it".
Four such studies were identified from the 1960-1973 timeframe. A brief
description of each is given below.

Mahoney and Weitzel (1969) factor analyzed questionnaire responses from
283 organizations and derived two factors related to adaptability,
flexibility and initiation. Flexibility referred to a willingness to try

out new ideas and to solve new problems; initiation, to the improvements

in work methods and operations. Placing these factors into a multiple
regression equation with an overall effectiveness rating as the predicted
criterion, they found that initiation--but not flexibility--was one of

7 factors that produced a .74 multiple correlation of effectiveness. .
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Aiken and Hage (1971) used the factor of innovation to study the j
organizational processes related to effectiveness. Innovation w~s defined
as the generation, acceptance and implenmentation of new ideas, processes

or products in an organization for the first time. Using response data

from 520 staff members In 16 health and welfare organizations, Aiken and

Hage found that their measure of innovation was significantly related to:
degree of complexity, professionalism, intensity of scheduled and un-

scheduled communications, and formalization of rules and procedures.

Goodman (1970) indirectly measured adaptability by presenting 46

managers with a list of 8 organizational criteria and asking them to

rank the criteria in order of importance for organizational design. The

two criteria related to adaptability, "quick reaction capability" and

"flexibility of staffing", ranked fifth and sixth, respectively.
The Olmstead (1972) study attempted to correlate adaptability with

overall effectiveness in a laboratory simulation of ten groups (n-12 per
group) of Army officers. Based on the conceptual model of "Competence"

described previously, Olmstead found that adaptability correlated .79 with

effectiveness, when comprised of decision-making, communicating implemen-

tation, and coping actions.

rateMcClelland et al. (1953) and Fiske and '%addi (1961) found that the

rate of change involved in adaptation is crucial to the amount of
resistance displayed by the organizational members and, hence. to its success.

McClelland has postulated that small displacements from the "adaptive level"

trigger positive affect while large displacements trigger negative affect

Research conducted by McClelland and Fiske and Maddi suggest that an

organization's concept of the optimum rate of change is a function of past

experience, and that acceleration of change, not velocity of change, is the

central variable which evokes resistance (see also Bonini, 1963).
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3. FACTOR III: ORGANIZATIONAL CHANGE TECHNOLOGIES

Factor III encompasses organizational change technologies. The • '0
variables loading on this factor focus nn those techniques normally
associated with the organlzhaional development domain and reflect
concerns for individual growth and development in organiztlons, in
personnel interface with jobs, the organization and the work process.

The principal variables included in this factor are change agent,
intervention, organization, training, feedback, process, and job - .
enrichment. A detailed explanation of each variable can be found in
Baudhuin et al. (1980).

A. THEORETICAL BACKGROUND

Social technology is well ahead of theory building in the application

of behavioral science principles to organizations (Alderfer, 1976).
Since the early 1950's, there has been a growing ,desire among behavioral
scientists and managers alike to confront and direct organizational

change. However, until very recently, the scales have been tipped in
the direction of application of change efforts and away from under-i ~~standing the change process itself (Blake et al., 1964; Greiner, 1967; ,..

Lawrence and Lorsch, 1967).
Systems theory offers the behavioral scientist a viable conceptual

framework within which to understand the dynamics of organizational
change. Beer and Huse (1972) present a systems model of the organization,

shown in Figure.5. Inherent in this model are several notions critical
to an understanding of organizational change:

'A-'

1. An organization is an open system.
2. Organizational outputs may be increased by improving C-.-

the inputs and/or processes.

,., 3. By means of feedback loops, organizational processes
can be adjusted to reflect more accurately the needs
of the environment, the system, and the people com-
prising it.
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production. Change takes place when the balance of forces is upset.
This balance unfreezes the pattern. Planned change uses situational
forces to accomplish unfreezing, to influence the movement in generally

desirable directions, and to rearrange the situation in such a way as
to stabilize the change or improvement. A detailed explanation of this
model is given in Schein (1965). ,:,

The concept of change occupies a paradoxical place in organizational

theory. On the one hand,i tis described as an Inevitable, ubiquitous,
and "permanent" phenomenon. As Porter, Lawler and Hackman (1975) stated:

"T'he pace of change will vary from organization to %?.?

organization, but the fact of change will not."

As the environment changes, so the organization must change and adapt

to the new conditions (Terreberry, 1968). The organization is literally
bombarded with new information, technological advances, human resource
modifications and the like which threaten its equilibrium and force an
adaptive response (Katz and Kahn, 1966).

Some theorists, however, caution against the "deifying" of change,

and warn that it may foster a covert orientation towards change for
change's sake. As Argyris (1968) wrote: ..

"The almost compulsive idealization of change may
even lead some scholars and interventionists to
evaluate organizational development as being
effective to the extent that it can be shown to
bring about change. For example, Buchanan and
Greiner have presented analyses of successful
and less successful organizational development
programs. Their primary criteria for success

- were the extent to which output behavior (pro-
ductivity, morale, communication) was reported
to have increased and the extent to which changes
in behavior could be found to have spread through-
out the system."

Change, while inevitable and adaptive, should not become its own motiva-
tion or criterion of success.

*: Katz and Kahn (1966) also approached change with mixed feelings.
. While change may be inevitable and pervasive, radical change is not the .

modus operandi of the organization.
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"Though organizations are always in some degree of
flux and rarely, if ever, attain a perfect state of
equilibrium, major changes are the exception
rather than the rule" (Katz and Kahn, 1966).

Unfortunately, there remains some ambiguity as to what distinguishes a , ,
"degree of flux" from a "major change". Major changes, when they dn
occur, are attributable to two sources: (1) changed inputs from the

environment and supersystem, and (2) internal strain and imbalance.

The former type of change results from environmental changes (resources

and market fluctuations) or the adoption of new norms either by the

supersystem or, more slowly, by the organizational members. The latter
type of change results from horizontal (across subsystems) or vertical

(between hierarchical levels) strain.

It is generally held that externally induced change poses the

greatest threat to the system. As Katz and Kahn wrote:

"The basic hypothesis is that organizations and other
social structures are open systems which attain
stability through their authority structures, reward
mechanisms, and value systems, and which are changed
primarily from without by means of some significant
change in input. Some organizations, less open than
most, may resist new inputs indefinitely and may
perish rather than change. We would predict,
however, that, in the absence of external changes,
organizations are likely to be reformed from within
in limited ways. More drastic or revolutionary
changes are initialed or made possible by external
forces."

Benne and Birnbaum (1961), while recognizing the inevitability of
external change and its disruptive effects on the organization,
emphasized the notion that organizational change can--and must--be

planned:U "Change in the organizations is unavoidable. Freedom,
in the sense of the extension of uncovered and effec-

,. tive human choice, depends on man's power to bring the
processes of change, now often chaotic and uncon-
sidered, under more planful control. "

Planned change is a purposeful intervention into the organization

aimed at directing and controlling its inherent change mechanisms•'t', ~ (i~n people, structure and processes) to effect adaptive and sustaining . .
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responses to challenges from its internal and external environment.

Bennis (1965) noted that what was lacking in social (organizational)
change theory was not a "theory of change", but a "'theory of changing"

which would address both the dynamics of change and, more importantly,

matters of directing and implementing that change. Robert Chin (1961,

1963), a colleague of Bennis, drew up some prerequisites for such a
theory.

a. "A theory of changing must include manip.ulable
variables--accessible levers for influencing
the direction, tempo, anti quality of change
and improvement.

b. The variables must not violate the client
system's values.

c. The cost of usage cannot be prohibitive.
d. There must be provided a reliable basis of

diagnosing the strength and weakness of con-
ditions facing the client system.

e. Phases of intervention must be clear so that I
the change agent can develop estimates for
termination of the relationship.

f. The theory must be communicable to the client .:...

system.

g. It must be possible to assess appropriateness
of the theory for different client systems"
(Bennis, 1965).

Planned Change and Organizational Development

Undoubtedly the most common label used to describe planned change o
(as conceived in the foregoing discussion) is Organizational Develop-

ment (OD). It is not entirely clear who coined the phrase organizational

development, but it most probably is attributable to Robert Blake,
Herbert Shepard, and Jane Mouton (French and Bell, 1978). Building on the
insights and knowledge of laboratory education, these researchers

attempted to develop a training methodology which would better address

the dynamics of the organization as a total system. Organizational

development has since been defined in several different ways. Common

threads tie all of these definitions together, though each reflects

the peculiarities of the particular underlying theory of change.
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Bennis (1965) defined organizational development as:

"A response to change, a complex educational
strategy intended to change the beliefs,
attitudes, values, and structure of organiza-
tTons so that--ey can better adapt to new
technologies, markets and challenges, and
the dizzying rate of change itself."

Beckhard (1969) expanded Bennis' definition by identifying organizational

development as a method of planned change:

"Organization development is an effort (1) planned,
(2) organization wide, and (3) managed from the '*,. ?

top, to (4) increase organization effectiveness
and health through (5) planned Interventions in
the organization's "processes", using behavioral-
science knowledge."

Beckhard noted, however, that organizational development is not

synonymous with planned change. Other methods (e.g., management

development and operations research) also can be used to effect

change. However, management development focuses on only one level

of the organization, while operations research restricts itself to

increasing productivity. The status of 0D as the most proper and

useful method of planned organizational change is due to its system-

wide orientation and application. Because an organization is a complex

system comprised of many interdependent subsystems and processes, any

attempt to change the system must take into account all levels of manpower

and all processes and outputs (Luthans, 1977; Bennis* 1969; Katz and Kahn, 1966)0

French and Bell (1'978) attempted to capture the multidimensional F i
nature of 00 when they wrote:

"In the behavioral science, and perhaps ideal,

sense of the term organization development is
a long range effort to improve an organization's
problem solving and renewal processes, particu-
larly through a more effective and collaborative
management of organization culture--with special
emphasis on the culture of formal work teams--
with the assistance of a change agent, or cata-
lyst, and the use of the theory and technology
of applied behavioral science, including action
research."
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The authors characterize OD as a seven-faceted process. It is:

1. An interactive rocess--a "process
of becoming" . FIttniolves both
interventions and responses to them.
As such, OD is a long-term endeavor.

12. A form of applied behavioral science.
Change is effected through the planned
application of scientific principles
derived from social psychology, social
anthropology, sociology and other
behavioral science (see-also Beckhard,
1969; Merton and Lerner, 1961; Turne,y
and Cohen, 1978; Umstot, 1980).

3. A normative re-educative strategy. 00
involves an Improving and managing of
organizational culture--its norms,
values and attitudes. Change occurs to
the extent that normative orientations
to old patterns are abandoned and new
commitments are developed (see also
Beer, 1976; Bennis, 1969; Blake et.al.,
1964; Chin and Benne, 1969).

4. Systems-oriented. Several assumptions
are made: (1) events occur in relation
to one another; (2) events have multiple
causes; (3) causes of events are best
analyzed existentially; (4) a change in
one part of the system will influence
other parts; and (5) to change a system,
one must change the system, not its
component parts. Bla e and Mouton (1969)
emphasize this aspect of OD as follows:

•' ; "Organization development means development of
the organization. Because of the history of
education, training and development in Indus-
try, the inclination on seeing the work

* \ ''organization before development is to think
and substitute for it the work individual.
If the reader does this, he will miss the
deepest implication of what is presented.
The reason is that he will fail to compre-
hend how deeply the culture of a corporation
controls the behavior of all of its individuals.
While the ultimate objective of organization
development is to liberate all of the indivi-
duals within it, so that they will be free,
participative, and contributive to problem
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solving, in order to achieve corporate
purposes of profitability, this objective
cannot be reached until the constraints that
operate within the corporation's culture have
been studied and deliberately rejected. The
key difference between individual and organi-
zation development will be found in this
proposition ' (French and Bell, 1978).

5. Data-based. Change is effected through
the assimilation and evaluation of valid
information about the system (see also
Argyris, 1968, 1970, 1971).

6. Experience-based. Change occurs through
feedback and evaluation of experience- I,.:based learning.

7. Oriented towards joal-setting. The objec-
tive of change is a`n increased ability to
set realistic, explicit goals and to
mobilize resources toward their attainment.

A problem that appears to plague organizational theorists is the
apparent lack of conceptual thinking in OD (Kahn, 1974; Schein and
Greiner, 1977). Kahn, after reviewing several attempts at defining

the field (Argyris, 1970; Bennis, 1969; Beckhard, 1969; Lawrence and
Lorsch, 1969; t4argulies and Rata, 1972) concluded that these definitions
are far too broad to be meaningful.

"Organizational development is not a concept, at
least not in the scientific sense of the word:
it is not precisely defined; it is not reducible
to specific, uniform, observable behaviors; it
does not have a prescribed and verifiable place
in a network of logically related concepts, a
theory...This assertion is in itself neither
praise nor damnation; it merely reminds us that
the term is a convenient label for a variety of
activities" (Margulies and Raia, 1972).

m " ~Such definitions are so eclectic in nature that they lack precision :'•

and theoretical connectedness. Compounding the problem is OD's
excessive incorporation of colloquial and commercial terms as pseudo-

concepts. Kahn enumerates several examples of this, including (1)

sensitivity training, which stands for a number of activities which
vary considerably; and (2) Grid OD, which is, in fact, a registered
Strade name-othe antithesis of scientific conceptualization".
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The use of these terms as independent variables and the apparent lackof a conceptual framework guiding 00 make Kahn suspect the real value

of organizational development. The solution proposed by him is a
regrounding of planned change in the open systems framework. In this V

perspective, the structure-process dichotomy is reconciled in the

concept of roles, and the focus of OD becomes muC'h more specific, and

hence, definable. Change is directed at the recurring behavior patterns

constituting organizational behavior; these behavior patterns, or roles,
are both structural and processual in nature. Such an orientation in

OD will, according to Kahn, "strengthen the practice of organizational

development;..and brirg` the languoge of organizational'development
into the larger realm of organizational theory and research."

Schein and (Greiner (1977) concurred with Kahn's assessment of OD as

lacking a-conceptual framework, but disagreed that open systems theory

holds the solution. OD, 'in the context of traditional and open systems

theory, is unable to'deaT adequately with bureaucratic organizations

(e.g., Bennis, 1969). Schein and Greiner found this a particularly in- .,,

capacitating problem because, contrary to the ideals of open systems

theory, bureaucracies are (1) the dominant organizational form, (2)

quite appropriate for stable environments and routine technologies

(Burns and Stalker, 1961; Lawrence and Lorsch, 1967; Woodward, 1965), and

(3) probably here to stay--at least for the forseeable future. The

challenge to OD, therefore, is to adopt a conceptual framework which

I m .,,*,• makes it relevant and productive in a bureaucratic organization. This

means a departure from the traditional view of OD as a means of making

an organization more organic and less mechanistic (e.g., Bennis, 1969;
Katz & Kahn, 1966) and an adoption of a conceptual framework which
recognizes and accepts the bureaucratic structure. Structural con-

tingency theory is the framework proposed by Schein and Greiner.
Umstot (1980), following the suggestion of Schein and Greiner,

applied the contingency view of OD to a military organization. In a

review of OD efforts in the US military, Umstot addressed two

•'.m theoretical questions: (1) Is OD linked to values? and (2) Do bureau-

craciesi require different OD technologies? The first question arose
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out of the writings of French and Bell (1978) and Friedlander and

Brown (1974), who assumed that, in order to succeed, GD must enjoy

a congruence between practice, theory and values. The values
traditionally associated with successful OD are shared power,

decentralization of aecision making, openness and trust. AS

Llmstot wrote:

"These values seem counter to those Cf mechanstc,
bureaucratic structures."

The conclusion reached after a review of OD efforts in the wlitary .. %,%is more of a counter-question than an answer -to the apparent uncon-

gruence between OD and military values. Umstut challenged:

"If value congruence is necessary, then why does
OD seem to enjoy popularity among widely divergent
types of military units?"

Two plausible explanations were offered: (1) More empirical evidence

may show OD to be successful only with managers who hold values con-
gruent to those of OD (as stated above). (2) The consulting process

is the key to OD--not values (Argyris, 1970). Umstot tentatively

concluded that OD in the military owes its success to its concentration

on developing valid information, allowing participants free choice, and 5_1

developing a commitment to the program.

The second question raised by Umstot challenged the structural

contingency approach to OD, He asked why organic technologies (albeit

encounter groups) are successful in the military--the epitome of an

authoritarian, mechanistic structure. His response was that OD is not

contingent on structural variables, but rather on variables such as

leadership style of the client, felt needs within the client system

and the skills of the client. Therefore, structural contingency theory,

based on the organic vs. mechanistic dichotomy, is inadequate for

explaining change in the military organization.

Dunn and Swierczek (1977) addressed the conceptual inadequacies of

planned change in a different perspective. Their goal was to establish !;.VA

a grounded theory of planned organizational change in the tradition of
Glaser and Straus (1967). Grounded theory can be described best as
distinguishable from logico-deductive theory, as follows:

, , ,,
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"Whereas grounded theory is generated directly
from experience acquired in the course of social
research, logico-deductive theory is merely
thought up on the basis of a Rr1C.. assumptions
and a touch of common sense, peppered with a
few old theoretical speculations made by the
erudite" (Glaser and Straus, 1967).

In the course of reviewing the theoretical bases traditionally
used in studying planined organizational change, Dunn and Swierczek
identified three broad perspectives on theory construction and
application.

1. Universalistic. Writers in this category tend
toward general theories of change. Priority
is given to abstraction, formalization and
generalization of relations characterizing
change efforts. Typifying this perspective

. s Bennts (1969) and Katz and Kahn (1966).
2. Situational. Writers within this perspective

emphasize data generation for adapting change
strategies to a particular organizational
situation. Included under this category are
Beckhard (1969), Davis and Cherns (1 g75),

Lawrence and Lorsch (1969), McKelvey and Kilman
(1975) and Nelson and Smith (1974). More recent
authors could be added to this list, including
Cohen and Turney (1978), Schein and Greiner (1977)
and Umstot (1980).

3. Integrative. This perspective approaches the
concept of grounded theory. Its goal is to
match the state of knowledge with concreteexperiences. Writers within this category •

include Bowers (1973), Buchanan c1971), Clark11972, 1975), Franklin (1976) and Greiner :::
(1967),'.

The general conclusion reached by Dunn and Swierczek was that theories 1:1..
of planned change are, generally speaking, a priori conceptualizations
"with little attention to the empirical grounds of theoretically derived A

expectations about planned change."
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Change Agent

The tern change agent was first used by the National Training

Laboratories in 1947 to denote the "outsider" invited by a system to
help with planned change to improve the system's functioning (Lippitt,

Watson and Westley, 1958). While most theorists writing about change

agents generally seem to agree with this characterization, there has

been a growing awareness that the change agent does not necessarily

have to come from outside the organization. Bennis, Benne and Chin

(1969) and Beckhard (1969) led the movement toward a more open

definition of a change agent. These authors included in that role

any person--inside or outside the organization--who provides technical,

management, or consulting assistance in a change effort. Similar

"characterizations are found in Burke (1970), French and Bell (1978)

and Hornstein et. al. (1971). French and Bell emphasized, however, that
one of the key characteristics of the change agent must be objectivity.

Therefore, while it is not incumbent upon the change agent to be external

to the organization, he must be external to the particular subsystem

that is initiating the change.
V.% 4,. 5 ',•.•',Argyris (1973) described the role and characteristics of the change

agent in terms of choice. The primary task of the change agent is not

to design intervention strategies or implement change, for these func-

tions imply an imposing relationship of change agent to organization, a

"relationship which, according to Argyris, can reduce free choice and

internal commitment. Rather, the primary tasks for the change agent

"are to generate valid information to help the client system make

informed and responsible choices, and to develop internal commitment

to these choices. One choice that the client system may make is to

change aspects of their system. If the choice is made responsibly,

the interventionist may help the client to change. However, the point

is that change is not a priori considered good and no change considered

bad". This places a serious responsibility on the change

agent to maintain his autonomy and foster the autonomy of the client
system while nurturing a relationship of trust and honesty.
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Based on their review of the change literature prior, to 1978,

Spencer and Cullen (1978) concluded that there has been comparatively
little attention paid to the characteristics, qualifications, and

role of the change agent. This trend appears not to have changed in

the last two years. The work that has been devoted, at least in part, p'O
;.k to describing the change agent can be divided into two focal areas:

competencies and roles. The following table summarizes the compe-
tencies expressed in the OD literature relative to the change agent's
success in effecting organizational change. Details on each of these

attributes/skills can be found in Spencer and Cullen (1978).

TABLE 4. SUMMARY OF CHANGE AGENT COMPETENCIES(from Spencer and Cullen, 1978)

1. Ability to create an environment of Dizahoooica3 maf. @.

• accurate eaathy (Truax & C•Ckhuff, 19.6) or t•lmingr

9 nonpomsessive warmth (Truat & Carkhugff 1966) or caring(&boerman, Yalon & Milee, 1973)

- ,bilLtn tomake friend and contacts (MoClelland,
.1751 senni, )

- an 'integrator' motiye profile (affiliation" ~~~no lvation highe~r |the achievement at power "*
motilvation--McCleIlang, 19751 Lawrence a Lormoh,,'r • ~~~197,31 Colb & bloysats#s 1970 ,',''
Positive expectations of others (MoClelland, 1979-
Argyris, 1070 King, 1173, 19741 Rosenthal$ 1976)

e genuineness (Trusx & Carkhuff, 1i96), consistency
(Aggyria, 1170) or congruence (lolman, 1971)

"" nondirectivenesa (Koib & boyatmis, 19701 McClelland &
_j 4j 7&IWinter, lhee)meto o

neutrality (ochan & Dyer, 19761 Sebring i Duffee,
i77) or emotional self control (McClelland, 1975)

e ob serv ation (f, ev in son, 1 9)7 2) %.

ocrtcltikn (McClelland, 19751 Winter, 1977)

3. Initiatory Skills
0 emotional stimulation (Lieberman, Talon & Miles, 1971,,

, Irelsure or criS I atAophers (Hanson, 197 0 Grener, to
9671| Carter, 1974'16

* marketing (MaClelland# 19751 Dyer at &l., 1970)

a Initiation (Carkhuf, a Be.enson, 1376)

e oal setting (Kolb & loyateis, 10741 Carroll & Tot, '..,

S1973 IoClelland I Winter, 1963) '

.4 e feedback (Kolb A Ioyattai, 19704 McClelland & Winter, 1961)

II'..'0 "peycholo•tial aucoges (Golembioevki et a&., 19721I#..,,**•' 'mBrown, 12|1) "

4..qsnm.. 4. a (IMcClelland, 1975) or geoecutive function"
en-o a Kile., 1973)
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I. Change Generators

,.4N Task: To convert the issues of society into
felt needs for change

A. Prototypic CG (select the
issue, lead the conversion)

B. Demonstrative CG (publicly
display convictions)

II. International Change Implementors
Task: To implement change intentionally after

an organization has recognized a felt
need to change

A. External ICl (invited from outside organization)

B. Internal ICI (organization members in position
to implement change)

C. External/Internal ICl (organization members
who implement change in another part of the
organization)

III. Unintentional Change Implementors
Task: To put the change into practice and

normalize it; their primary commitment,
however, is to another role

"A. Organization Maintenance Personnel (low
commitment to change, high commitment to
organization)

B. Organization Product (Service) Users (least
commitment to change, use of products tonormalitze change) :•

While this taxonomy does not change the basic typology forwarded by

Spencer and Cullen, it does put the change process, and likewise the

change agent, into a broader perspective.

The Planned Change Intervention Process

Introduction

Spencer and Cullen (1978) Identified five phases characterizing the

change intervention process, as follows:
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1. an entry or initial contact phase, in which the
consultant and client meet and agree on (contract
for) the objectives and tasks to be undertaken in
the intervention;

2. a research or diagnostic phase, in which data is
collected and analyzed to provide some idea of the
client's problems or needs;

3. a problem-solving phase, in which the client seeks
and evaluates potential solutions to identify pro-
blems, then plans (and may set goals) for implemen-
tation of solutions;

4. an action phase, in which the client implements the
planned--solutions (e.g., conducts training or changes
organizational structure); and *..

5. a follow-up or evaluation phase, in which the con-
sultant and client deteririe the effects of the
intervention as compared with the initial objectives,
and the consultant either terminates contact with the
client or continues in a supportive role.

For the purposes of this review, these five phases will be consolidated ".1

further, to include (1) diagnosis, (2) action and (3) evaluation.

TABLE 6. PHASE CONCEPTIONS OF THE ORGANIZATIONAL %
INTERVENTION PROCESS

(from Spencer and Cullen, 1978)
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TABLE 6. CONTINUED
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Diagnostic Phase

of what it is that requires changing. Beckhard (1969) emphasized the

primacy of the diagnostic stage in organizational change. He stated

that any systematic and planned effort to improve an organization by

means of change requires a diagnosis of the social-psychological state

of the organization. This process must be conducted on the various

subsystems as well as on the behavioral processes. The two principal

diagnostic activities are data gathering and goal setting.

Data-Gathering

S* French and Bell (1978) defined the diagnostic staqe as a family of

"fact-finding activities designed to ascertain the state of the system,
the status of a problem, 'the way things are'." 'In so doing, a new
level of awareness is created within the system (Dalton, 1970; Greiner,
1967; Lawrence and Lorsch, 1967).,

Bartee and Cheyunskl (1977) approached organizational diagnosis

through a process oriented methodology desiqned to tap the ideas,

perceptions, and suggestions of a representative population within the

organization. Their model is based on two key assumptions. (1) self-
diagnosis increases cognitive dissonance within the individual and

thereby minimizes dissonance with the interventionist; and (2) self-

diagnosis facilitates the development of change mechanisms internal to

the organization by allowing greater ownership to the program. The
latter assumption reiterates Argyris's (1973) emphasis on the information

generating nature of the intervention. Argyris wrote that the effective-

ness of an intervention depends on its ability to equip the organization

members with the skills to diagnose and correct behaviors (based on
valid information) and thereby "own" the choices they make regarding

their organization. This criticality of commitmbnt, o" ownership, of
the organization members to a successful change program is emphasized

throughout the literature (Blake et.al., 1964, Friedlander and Brown,

1974; tcGregor, 1970; Miles et.al., 1969; Neff, 1965).

The methodology proposed by Bartee and Cheyunski is known as the con-

stituency approach. It is based on the assumption that organizational

dynamics consist of dynamic interactions (e.g., power relationships, 4-'.-""'*

role differentiation, decision making responsibilities) between four .4".4

primary constituencies which represent significantly different, but *wow

equally valid, perceptions of the organization and its problems. These
85 .",
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four constituency groups include (1) resource-providers, (2) tech-

nology-developers, (3) direct service-providers, and (4) service-

acquirers. Through a series of "brainstorming sessions" (a. so-called
Problem Diagnosis Workshop), the group, representing each constituency,
along with the interventionist defines a prioritized agenda of problem
areas to be confronted in the change program. Bartee's (1973) emphasis

was on the maximization of member participation, collaboration and
commitment in the change process.

The issue of subject participation in data gathering and diagnosis is a

controversial one. While the aforementionpd authors stress the -
importance of member (subject) involvement in and awareness of the diagnostic
process, others emphasize primarily the social scientist's (i.e., interventionist's)

awareness of organizational problems and diagnostic data and appear
be wary of the subject's involvement in this phase of OD (Beer, 1976).

Dunnette and Campbell (1968), in their criticism of laboratory education,
appear to follow in this tradition. They stressed the importance of naive
subjects (control population) in scientific research, and pointedly -9.'

accuse laboratory education of being delinquent in this area, Argyris

(1968), in response, not only defended laboratory education, but regarded
its lack of naive subjects as one of its assets as a change intervention.

Uninformed subjects who do not participate "knowledgeably" in the
diagnostic processes will tend to resent the change effort, the

researcher, and all that it is designed to accomplish. According to
Argyris, the researcher excludes the subjects from real involvement in

the diagnostic process because of his own mistrust. Aware that the

. subject can, unknowingly, distort data, the researcher attempts to keep
him uninformed, and hence, naive. To Argyris, this is impossible. The

subjects are always involved--and aware. "The real question is to create
research settings where the individual does not feel the need to distort

"his behavior and hence produce invalid data".

McGregor (1970) emphasized that individual involvement and awareness
in organizational change fosters a sense of commitment to the change

"program and to the change itself. Involvement in the change process Is

characteristic of Theory Y management, which, according to McGregor,
promotes adaptation to change, cooperation, a general non-defensive

attitude toward management and researchers and a commitment to the
organizational change p:rescribed in the diagnosis.

86 ..

"VS) .. , - .... -... -... . .. ,, . .... r , , o • . • .' ..*• . 9. • . .. * . .9 . .. . . . . , . •,. . 9 . , . , , ,.' 9 . , . 99.( , , , ." . . . , . . . . , . . , , . . , . 9.. . . .



This debate is a continuing dilenna for OD practitioners (Lawren..

and Lorsch, 1969). On one hand are the "strict" scientvits who,

advocate consultant-centered diagnosis (e.g., Dunnette and Camphell,

1968). Paramount in this perspective is the scc';tifit; riior of

research methods, the validity of "uncontaminated" f*it,a and the,
naivete of subjects studied in the diagnosis. On the other hand

are the proponents of client-centered diagnosis, who believe that subject

participation In the design and collection of data is likely to increase

the relevance of the feedback and the commitment to change (Argyris,

1968; Mann, 1961; Miles et al., 1969, Neff, 1965; Friedlander and Brown,

1974). The change agent is faced, therefore, with a trade-off between

"quality of diagnosis and commitment through involvement" (Beer, 1976,
1976).. Beer seems to believe that such a decision can Justifiably be
made on the basis of the problem to be addressed and the environment

in which the change must take place. Though the following does not

represent a clear-cut basis for such a decision, it does identify the

types of trade-offs which will have to be made.

"The more sophisticated consultant or questionnaire
centered diagnosis should be the choice in situa-
tions where the problems are not urgent; the client
feels a clear hurt; the problems are not obvious;
there is little previous experience in the organi-
zation with OD and less process awareness; there is
low trust within the organization and low probability
of open self-diagnosis; and/or the change agent
is trusted and perceived as competent. Participa-
tive and organic approaches to diagno;is should be
the choice where problems are criti¢cl; the client
does not feel a clear hurt; problems are not
difficult to see; the individuals in-the organiza-
tion are aware of organizational process; there is,•-..a fair amount of trust between organizational

members; and/or the change agent has not had a
chance to build expert influence or trust. Few
situations will point to a clear-cut and obvious
choice between the organic, client-centered diag-
nosis, and the more rigorous, consultant-centered
diagnosis. The considerations just listed will .,,,
"have to be weighed and traded off" (Beer, 1976).
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Lorsch and Lawrence (1972) noted that certain "common practices"

.N often jeopardize the usefulness of the diagnostic process: (1) diagnostic
attempts tend to be somewhat cursory, (2) they are often carried out _

post facto, and (3) the change agent is often more concerned with creating
a receptive environment than gathering data. These problems seem

especially relevant to some of the interventions conducted by Blake

et al. (1964) and Seashore and Bowers (1963). %,

* Goal Setting
The second function of the diagnostic phase is goal-setting. In .

reviewing the literature on goal setting in change interventions, it

becomes apparent that the orientation has been towards vague, systems-
oriented goals rather than clear cut, behavioral goals. Dossett et al. (1979)
noted that a major difficulty in organizational development is the emphasis
on multiple goals that are broad in nature, ambiguously stated, and
possibly not shared by all persons responsible; Whill theoretically

tenable, this situation is of major concern to the r.searcher evaluating
a particular change effort. Vague goals (e.g., increased productivity,

improved morale, or better interpersonal relations) lead to vague conclusions.
Nicholas recommended the specification, at the outset of the program, of ,,,,,

"clear-cut, specific objectives that are tied to concrete behaviors".

MBO is probably the most notable exception to this problem.

There is a significant body of literature dealing with the overall
objectives of planned change. Porter, Lawler and Hackman (1915) reviewed

the literature extensively and identified three major goal categories, as
"follows:

1. Goals for Individuals in their Organizational Roles
* Interpersonal Competence (Argyris, 1964, 1965, 1970)

* Self-Control and Seltf-DWrection (McGregor, 1967, 1970)

* Individual Growth (Bennis, 1966)
* Receptivity to Change

2. Goals for the Maintenance of the Organization

o Development of High Level of Trust Throughout Organization

"* Open Communication *

* Confrontation of Conflict (Blake and Mouton, 1969)
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* Maximization of Collaboration and Teamwork

e Capacity for Organizational Revitalization (Bennis, 1969)

"" Adaptation to Environmental Changes (Bennis, 196*9; Lippltt
and This, 1979). :

3. Goals for the Performance of the Organization

o Clarification of Organizational Objectives (Steers, 1977)

e Coimitment to Organizational Objectives (Argyris, 1970;
Likert, 1967)

e Creation of Problem-Solving Climate (Argyris, 1965)

e Increased Innovation (Katz and Kahn, 1966)

o Effective Utilization of Total Organization Resources
(Filley. and Houie', 1969).

*:, Authors cited in parentheses represent landmark works relating to a

particular goal.

As Dossett noted, the general orientation toward organizationel.

development goals is multidimensional. Within the schema proposed by

Porter et al., there is usually a combining of goals within and between

major categories. Beckhard (1969) identified five major goals of every

planned change effort: maximized collaboration between units, confrontation

and management of conflict; knowledge-based decision making; effective

feedback loops, and increased problem solving abilities. Luthans (1977) and

French and Bell (1978) also proposed multidimensional goals for OD and

noted this trend in the literature to date.

If one "umbrella" concept was identified to encompass the myriad of

goals associated with organizational development, it would probably be

"effectiveness." As generally conceptualized in the literature, effectiveness
•.'• ~refers to an organization's ability to adapt to its environment, to realize,,"•

its goals, and to attain "its ultimate goal--survival" (Beer, 1976).

Each of the objectives of OD listed above contributes to an organization's

potential for effectiveness. In this context, Campbell et al. (1974) noted

that, while the construct of organizational effectiveness is itself a subject

of much debate, the "criteria of effectiveness" is most frequently cited-- -

explicitly or Implicitly--as the goal of planned organizational change.

Another issue which emerges during the diagnostic stage is resistance

to change. Inextricably tied to this notion in the literature is that of

"participation,as discussed above. Greiner (1967) reviewed eighteen studies
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of successful organizational change programs and found that the common I'V

element in each was the notion of a shared, vis. unilateral, approach
to the change effort. The critical effect of the client's involvement,
according to Grelner, was a minimization of any resentment and/or ,
threat caused by an externally imposed change.

., Resistance to change is a reaction to a perceived threat or barrier.
If allowed to develop, it can hinder any attempts at organizational
change (Bennis, 1969; Luthans, 1977; Lawrence, 1970; Williams, 1969).
In terms of the individual, Williams (1969) identified four principal
reasons for resisting change: (1) insecurity, (2) fear of economic loss,
(3) misperceptions of change, and (4) opposing cultural values. In

"response, Watson (1969) enumerates twelve conditions within the control
of the change agent and client system which appear to reduce the .

resistance:

1. Sense of commitment/ownership of the administrators .

to the change effort

2. Support of the top administration A:

3. Participants' perceptions of the change as easing their burdens
4. Agreement between the change and the participant's values
5. Interest on the part of the participants

6. Perception of the change as non-threatening
* 7. Participant collaboration in the diagnostic efforts

8. Change project adoption by group decision making

,9. Proponent empathy with opponents of change effort
10. Use of feedback
11. Mutual support, trust, and confidence among participants A",.•..

,J 12. Openness to revision/reconsideration during the change project.

Huse and Bowditch (1973) discussed change (and resistance to it) in
terms of its effect on the balance, or equilibrium, of the system. The l
organization's attempt to seek an equilibrium is marked by two opposing sets

of vectors. Resisting change and seeking preservation of the status quo
are the reactive forces; opposing them, the proactive forces, which work toward "
change and the attainment of a more optimum balance within the system. .4...

While many theorists believe that the strongest resistance to changeA ,''
comes from management (Cahn, 1978), Argyris (1971) argued that the individuals

Sgo:1 
A. Ad
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within the organization also contribute to these reactive forces. He
postulated that most individuals are "systematically blind" to their

behaviors and are therefore "culturally programmed" to behave in ways

that reduce the probability of change. While one might attempt to ."

facilitate change by increasing the proactive forces, Argyris believed

that it would be far more productive instead to decrease the strength
of the reactive forces. Two approaches have been suggested for reducing -,

the resistance to change in this light:

1) Shift emphasis from "cost control" strategies (e.g. budgets,
rules) to "value-adding" strategies (e.g., Job enrichment)
(Gellerman, 1969).

"2) Shift emphasis from "structure-maintaining" to "structure-
elaborating" features of the system (Buckley, 1968).

Action Phase % 41

Three key issues characterize the literature on the action phase

of planned organizational change: (1) focus of change, (2) targets of
change, and (3) type of intervention. ',

9 Focus of Change

There has been a tradition In organizational theory toward dichotomizing

"planned change interventions Into techno-structural approaches on one

hand, and human-processual approaches on the other (Friedlander and Brown,

1974). According to Friedlander and Brown:

"Techno-structural approaches to OD refer to theories of
and interventions into the technology (e.g, task methods
and processes) and the structure (e.g. the relationships, ,.
roles, arrangements) of the organization. Techno-struc-
tural approaches are rooted in the fields of engineering,
sociology, psychology, economics, and open systems
theory."

The foci of techno-structural change interventions are the structure and

content of work and the relationships among workers. Included under this

category are Job design, enlargement and enrichment and sociotechnical

systems interventions.
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Human-processual approaches to OD, on the other hand, focus on the

human participants and the organization processes (e.g. communication,
problem solving, decision making) through which they accomplish their own

and the organization's goals. This orientation to OD is rooted in the
academic fields of psychology, social psychology and anthropology and in

the applied disciplines of group dynamics and the human relations

movement. Intervention strategies rooted in this perspective include

process consultation, survey feedback, group development and intergroup
,development. Of primary importance here is the improvement of human

" functioning and processes based on the value of human fulfillment.

Moravec (1978) categorized OD interventions in a somewhat different

manner. He classified interventions as either task-oriented or people-
oriented. Task-oriented interventions focus on action/task identirication,

planning, decision making and productivity. People-oriented interventions
focus on increasing the value of human resources by increasing people's

self-esteem, technical skills, and managerial skills. A transitional

category, incorporating elements of each approach, is what Moravec termed
the "social engineering" approach. It includes team building and normative

approaches on the one hand, and managerial style programs on the other.
Some systems theorists (Katz and Kahn, 1966; Kahn, 1974) stand in

opposition to the dichotomizing of organizational process and structure.
As opensystems, the organization consists of patterns of interdependent

q.' events and activities. What has been termed the organization's techno-

structural components can be redefined in terms of roles as "role

prescriptions," and the human processual aspects as "role elaborations."

According tn Kahn, "one central point remains: the structure of an organi-

zation is the pattern of actual recurring behaviors." Change,

therefore, should be conceptualized in terms of roles. Both the "process-

P,• oriented" and "structure oriented" OD practitioners deal with the formal

"roles (e.g., new technology, new division of labor, new policies) and

informal roles (e.g., expectations, satisfaction), whether explicitly

or implicitly. Katz and Kahn described this blurring of the structure-

process dichotomy in the following way:
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"But in the means of change, as in the target,
we see some blurring of the usudi dichotomy between
structure and process. Even Frederick W. Taylor
(1923), that classic exemplar of the structural

-approach to organizational change, began with process-
like persuasion and interaction, first at thp top
of the.company and then with the immortal S idt.
Morse ind Reimer (1956) used counseling; ro playing,
T-Groups, and other process-emphasizing activities
to bring about and anchor the systemic organizational

_* change they sought.
On the other hand, the most process-oriented OD

practitioner necessarily enters the organizational
structure in which he hopes to encourage change.
He creates a role for himself in that structure,
and probably changes the role expectations and
prescriptions of the people with whom he meets-- ..

If only because they are expected to speak with
him, attend the group sessions he arranges, and the
like. Moreover, his processual interventions, to
the extent they are successful, are likely to lead
to changes in formal policies, role prescriptions,
and other representations of organizational
structure."

The systems framework necessitates a ,multidimensional approach' to
organizational change. Because interaction/Interdependence and equill-
brium/homeostasis are the modi operandi of subsystems within the total

system, a systems approach requires that mutually consistent changes in
all subsystems be made in the process of organizational change. Several

Implications obtain from this model: (1) Changes must occur in the
interpersonal and structural systems which reinforce and legitimize each

other (roles having been identified as the interface of thege two systems).
(2) Multiple interventions and strategies are required within a single

program to address the full range of required changes. (3) 'Persons
at all levels of the organization must be involved in the change effort

(Beer and Huse, 1972).
To the extent that all subsystems, and hence all subsystemic changes,

are interdependent, the loop (see Figure 7 below) can bp entered at

any place.
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FIGURE 7. INTERDEPENDENCY AMONG SUBSYSTEMIC CHANGES

" 
Targets of Change

Determination of the target of change is a critical factor in the process
of planned organizational change (Katz and Kahn, 1966). Three potential
targets are identified in the literature: (1) the individual, (2) the
group (including intergroup relations) and (3) the organization. According
to French and Bell (1978), organizational development efforts focus on both :
the formal (goals, technology, structure, skills, financial resources) and
informal (attitudes, feelings, values, interactions) systems of the organi-

A zation. The formal system is the source of legitimacy for the intervention;
the informal, the point of entry.

Many theorists appear to believe that the individual serves as a suitable
point of entry into the organization (Beer, 1976; Blake et al., 1969; French
and Bell, 1978; Golenibiewski, 1972; Porter et al., 1975). To the extent that
the initial phase of planned change is an "unfreezing" of old attitudes,
values and beliefs, the change agent would benefit from interventions directed
at the individual. Further, to the extent that member participation and

commitment are desirable (and necessary for success), the change agent would
e.4.
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do well to win the trust and cooperation of individuals per se (Beer,

1976).
While most theorists seem to accept the individual as a. reasonable

point of entry into the system, there is a reluctance on the part of most to

accept the individual as 4 target of change. Perhaps the most ardent " j

proponent of individual change in organizational development is Argyris.
In a trea'4ise on laboratory education, Argyris (1967) wrote:

"I believe that any human organization--no matter
what its goals--whic' 'ntends to utilize people

as components must, -i its design, take into account
the nature of the human personality. The more the
individual is ignored (Argyris, 1964, 1965), the
greater the probability of dysfunctional consequences
that will lead to expensive inefficiencies".

He concluded that if the organization is to change, the individual must

change.

Blake and Mouton (1969) concurred with .a portion of Argyris' argument.
Implicit in their method of OD is the assumption that organizational

change must start with individual change. However, to effect total .,
system, or organizational change, individual change must be supported
by and extended to group change. As Porter, Lawler and Hackman (1975)

wrote*.

"The point to be kept in mind when thinking about
these types of change approaches, however, is that '"....q=
they are not focused on the individual as the end
product of the change process. Rather, such
methods should be considered as individually
oriented procedures aimed at achieving broader
changes in the functioning and effectiveness of
the organization".

Planned change efforts may or may not have the added benefit of helping

the individual, but such a benefit is secondary to the organization-level

objectives (Beckhard, 1969). •'.',,
Systems theory provides a theoretical basis for the deemphasis of

individual change in organizational development. As Katz and Kahn (1966)

wrote:
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"The major error in dealing with problems of organi-
zational change, both at the practical and theo-
retical levcl, is to disregard the systemic
properties of the organization and to confuse
individual change with modifications in organizational
variables...The assumption has been that, since the
organization is made up of individuals, we can change
the organization by changing its memberc., This is
not so much an illogical proposition as it is an
oversimplification which neglects the interrelation-
ships of people in an organizational structure and
fails to point to the -aspects of individual behavior
which need to be changed."

Within the systems theoretic, the individual is characterized in terms

of role--rather than his attitude, feelings, or motivation. Therefore, because

it is directed at systematic variables, chanqe should focus on the individual
"systemically defined"--or on his role (Katz and Kahn, 1966). While this

conceptual framework characterizes much of traditional organizational
theory, it has been found inadequate in dealing with issues of motivation,

satisfaction, and morale (Berrien,, 1976; DeGreene, 1974; Foster and Davis,
"Le

1980; Ruben and Kim, 1975). Clark (1972) cautions that the planned change

(OD) interventionist should not lose complete sight of the individual in

his concern with the system:

"The role of key individuals is somewhat slighted
in the criticisms by exponents of systemic
approaches on the place of teaching, seminars, and
similar activities. To neglect the influence of
individuals is in effect to adopt a definition of ,,

S+.. the concept of role that is sharply at variance
with our current understanding of the individual's
strategies in occupying particular roles (see
Goffman, 1961; Levinson, 1959; Weick, 1970)."

While individuals can be conceptualized in a systems theoretic

(Allport, 1960; Menninger et al,, 1963), the general trend in this

particular theoretical tradition has been to treat the individual as a

group member (Mills, 1964; Ziller, 1965), and so to deal with group rather

than individual processes. This orientation characterizes most of traditional

change theory. Primary emphasis has been placed on the group as the target

of change, the focus of change, and to a large extent, the agent of change

(Beckhard, 1969; Beer, 1976; Burke, 1970; Hornstein et al., 1971).
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Alderfer (1976) noted the growing concern in systems theory with group

processes and group change:

"The vast literature on group behavior has made
relatively little use of open systems theory '•
thinking, although more recently a number of
authors have made nome use of systems concepts ,"
for understanding group concepts (i.e., Mills,
1964; Ziller, 1965)."1

Groups exhibit those system attributes which were described

earlier as potential foci of change. Groups have boundaries which separate

them from their environment and one another; they are composed of subsystems
which are susceptible to conflict and communication disturbances; and they

participate in goal-setting, adaptive behavior.

Group development techniques, such as team-building, are "probably
the most important single group of OD interventions" (French and Bell,

.1978). While this is evidenced in the literature to date, there
are theorists who sense a need for something more. Clark (1972), an PU,.

advocate of action research, viewed the current emphasis on group ap-

proaches to organizational change as a mid-way stage in the development

of the behavioral sciences approach to organizations. The first stage
focused on the Individual and emphasized the importance of support

authority styles. The second, current, stage is a reaction to the problems

inherent in the first, especially to the "depressing results of knowledge
tran:-,fer produced by evaluation research" (Clark, 1972). Attention turned from

the individual to the group, and from "learning by preaching" to learning

by experiencing. The group approach with its experiential tone was

transformed into what has become known as "systemic strategies" (Katz and ,

Kahn, 1966). However, Clark envisioned a third stage already on the

horizon, built on "an awareness of a need for more emphasis on the conceptual
tool kit of the manager, especially the concepts he uses to examine the *w."'"•

social-organizational aspects". (Clark, 1972). Advocates of this conceptual
approach argue that managers cannot learn enough about organizational

behavior from group experiences alone; they must study the organization in

toto. An indepth discussion of this so-called "systemic conceptual" per-

spective can be found in Clark (1972).
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- Types of Interventions

The selection of the most appropriate intervention strategy(ies) for

a particular organization is a very difficult task, and explicit decision

rules to guide that choice are not very well developed (Porter, Lawler and

Hackman, 1975). The guidelines proposed by several leading organizational

theorists are summarized as follows (Argyrls, 1976):

1) that the intervention be based on valid
and useful information

2) that the organization and its members have
genuinely free choice about the courses of
action they-select, and

3) that conditions be created that make it
possible for organization members to generate

'%s internal commitment to the courses of action
they do follow. ,-

Beer (1976), In an attempt to, categorize the myriad of intervention

techniques, Identified four major groupings of methods, as follows:

1. Diagnostic Interventions, which depend on
data and feedback as a means for changing 1%

organizations, to include:

e Unstructured Laboratory Training

@ Structured Laboratory Training

"a Survey Feedback

e Interview Feedback ,

@ Confrontation Meeting

s Others

2. Process Interventions, which seek change
]Wrough the develop-ment of work groups,

- to include:

"" Team Development * 
*

a Intergroup Interventions

* Task Force

* Third-Party Consultation .
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3. Environmental Interventions, which change
'!! ~ the orga'nizationr thrOugh It structure,

technology, and administrative controls,
rorto include:

* Job Redesign

9 Personnel Systems

Financial Control Systems

4. Integrated Interventions, which recognize
e need for an integration of various

technologies in the change process, to % %
include:
* Grid OD

@ Interventions which combine any
of the foregoing.

Spencer and Cullen (1978) have structured a similar taxonormy, based nn that

of Beer, which divides the change interventions into ten categories, as

follows:

1. Individual Consultation , *

2. Unstructured Group Training

3. Structured Group Training

4. Process Consultation

5. Survey-Guided Development

6. Job Redesign

7. Personnel Systems
8. Financial Control Systems
9 Organizational Design

10. Integrated Approaches

Because the literature on OD interventions Mer se is the subject of a major :..•J

literature review in itself, it seems most useful for the purposes of this
review to concentrate on (1) a brief description of the objectives and

distinguishing features of each category of interventions and, more

"Importantly, (2) a discussion of the advantages and limitations of the

interventions as presented in the research literature. A brief description

of each intervention appears below.* Evaluative remarks are presented in a

*Detailed re.views of each Intervention type are given in Barnes (1969), Bowers
(1973), Burke (1977), Dunn & Swierczek (1977), French & Bell (1978), Hellriegel
& Slocum (1976), McGill (1977), Pate et al, (1976), Schein (1969), Srivastaet al. (1975).
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later section of this chapter in which the empirical literature is "
reviewed.

1. -Individual Consultation--Individual counseling
has been shown to play a significant role in
organizational change efforts (Dayal and Thomas,
1968). Such interventions usually involve a
one-to-one relationship between an individual
(organization member) and, most often, a third-
party consultant. Schein (1969) and Argyris
(1965) have emphasized the need to unblock an
individual's impedance on the overall change
effort by helping him work through his resistance,
misperceptions, and maladaptive behaviors and
attitudes. Gestalt therapy is one technique
which has been shown to be effective in
facilitating this type of org4nizational
change (Herman and Phillips, 1971). The key
concepts in individual counseling as it
relates to organizational change are trust
(Argqyris, 1971), conmmitment (Schein, 1969),
and self-development (Beer, 1976).

2. Unstructured Laboratory Interventions--
Laboratory training first emerged in 1947 in
Bethel, Maine, with the National Training
Laboratories' (NTL) sensitivity training
program developed by Bradford, Benne and
Llppitt, Laboratory training (also called
T-group and sensitivity training) is
designed to confront the participant with
new data and experiences which disconfirm,"x
his perceptions of himself and his world.
The main mechanism for learning is non-
evaluative feedback given by other group
participants. The disequilibrium resulting
from this process frees the individual to
develop new attitudes and, hence, new
behaviors. At the individual level,
sensitivity training increases the potential
for individual growth and development by
strengthening self-awareness, self-acceptance,
and interpersonal competence, (Argyris, 1967).
At the group level, sensitivity training
stimulates a better understanding of group
processes as they affect risk-taking, partici-
pation, conflict management, decision making, .
etc. A more realistic understanding of these
processes may transl~te (if enough people
attend the laboratory) into more effective b.

group action and, by extension, increased
organizational effectiveness (Argyris, 1967).
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3. Structured yGrp Training. The major
difference betwen unstructured and
structured group training is the extent
of planning and formalization involved
in each. Typically, structured group
training is conducted around a task,
while unstructured laboratories are not.
Blake and Mouton's (1964) Grid OD is a
prototypical example of structured laboratory
training. Group activities result in indi-
vidual and group behaviors which provide data
for analysis and self-examination. Inter-ventions included in this category are: 6%'4
structured educational experiences (e.g.,

lectures, exercises), instrumental
experiences (e.g., tests, surveys), and
specific technologies such as TA, Grid
Phase 1, IBO, and some aspects of Team
Building.

4. Process Consultation. Unlike the laboratory-

type- Faining described in numbers 2 and 3 above,
process consultation almost always occurs in the
organizational setting. Meetings are the most
common media used in this type of intervention.
During the process meeting, organization
members come together to identify and solve
common problems. Process consultation can
have one of two foci: (1) task, in which
emphasis is placed on solving work/technical
problems; or (2) interpersonal, in which the
emphasis is people-oriented (i.e., on role
conflicts, communication barriers, motivation
and morale problems). Team building could be
Included under this category, as it focuses
on the development of effective group processes
such as task and interpersonal competencies.
The objective of team building is the removal
of immediate barriers to group effectiveness
and the development of self-sufficiency in
group process management (Beer, 1976). Three
models have been identified in the overall
team development approach:

Goal' Setting: In which the objective is
to develop-goal-setting skills and
facilitate participation in that
process on the part of individuals
and groups (Beckhard, 1969, 1977;
Likert, 1967).
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- Interpersonal: in which the objective
sto develop increased cohesion, cooper-

ation, support, and commitment within the
work team (Argyris, 1965, 1967; Blake and
Mouton, 1962)

- Role: in which the objectives are to
s arpen the individual's and group's
awareness of their role and to establish
an effective balance between the differ-
entiation and integration of those roles
(Bennis, 1966; Dayal and Thomas, 1968;
Guetzkow, 1968; Lawrence and Lorsch, 1967).

5. Survey-Guided Development. Feedback is the key
concept guiding this type of intervention. Survey
feedback is a widely-used diagnostic technique
for gathering and "unfreezing , as well as a
frequently used action technology for increasing
individual and group awareness of relevant
values and behaviors. Questionnaires are the
most familiar method 'used in survey interventions, W
but are by no means the only--or most effective--
technique available (Beer, 1976). Spencer and
Cullen (1978) identified three survey-guided
development designs in order of increasing
effectiveness:
s data handback, in whiph data are simply

collected and returned to the client
without change agent participation in
problem-solving;

s action research, data feedback, and
action planning, in which data are
collected and fed back to clients in
a problem-solving meeting during which
goals are set and action steps are planned
to implement changes; and

* concepts training/data feedback/action
planning, in which data are collected aid
fed back in the context of a structured
workshop during which participants learn
theories of management, the concepts
behind the survey, and problem-solving
skills, and then practice (using this
"learning) setting goals and planning
actions to improve their work situation.

* '.. :, •:v-,

102

.'.4. %4* S *5,•..• ." .,•." .. ,...,.. . *• •, +,• •,.'_ .. ',.',-",,.. .. _ .•. .. •,•, ,,'. .... ,•'.'.', .• .'.,,, -,:,... , .. ... +, ... ' "" "-"



6. Job Redesign. This type of intervention
TnVolves the deliberate, purposeful planning-
of the job, includinq any or all of its struc-
tural and social aspects. The theoretical
stimulus for job redesign was Herzberg's moti-
vation-hygiene theory (Herzberq et al., 1959),
which stated that employee motivation will be
enhanced if the employee experiences achievement,
responsibility, advancement, and recognition in
his job. By focusing on the motivating aspects
of the Job, this framework allows a categoriza-
tion of various intrinsic Job factors intotargets for enrichment. Job redesign, Including
Job enrichment and -- though much less successful
-- Job enlargement, is intended to structure the
task and the task environment in such a way as
to induce the aforementioned motivators.

7. Personnel Systems. The interventions described
In numbers 1 gh 6 assume, for the most part,
the active participation of a change agent, or
consultant. This intervention technique, on
the other hand, is implemented through
the traditional personnel and management functions.
OD interventions in this category include:
(1) recruitment, selection, training, and place-ment of new employees; (2) termination, reassign- '.
ment, or retirement of existing personnel; and ••?%
(3) manipulation of rewards and sanctions such •'-,
as pay, profit-sharing, incentive bonuses,
fringe benefits, and other nonmaterial rewards(e.g., titles).

8. Financial Control Systems. Financial control '' '
systems, When designed from the behavioral
science perspective, have been shown toinfluence organizational behavior. At ,
the very least, these systems frequently -provide a means of tracking and evaluating work '.,•,,
group performance. Perhaps the most sophisticatedbehaviorally-orientdd financial control system
is the Human Asset Accounting model developed
by Likert (1961, 1967). Underlying this approach p:,,
is the assumption that placing quantitative
(dollar) value on the conditions of organizational
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processes will influence the decision-
making processes and culture of the
organization. Other more accounting-
oriented techniques are discussed in the
literature, such as MIS, PERT$ and cost
benefit analysis.

9. Organizational Design. There is an increasing
awareness of the effects of organizational
structure and technology on overall effective-
ness. With this awareness, a number of OD
interventions aimed at restructuring the
organization have developed including matrix
organization design, technostructural change,
decentralization, and consolidation. Contingency
theory has played a major role in this type of
intervention, emphasizing the need for congruence
between structure (e.g., organic vs. mechanistic),
environment (e.q., certain vs. ambiguous),and technology (short-term vs. long'--linked),,
(Burns and Stalker, 1961; Lawrence and Lorsch,

1967; Schein and Greiner, 1977).

10. Integrated Approaches. This is a catch-all
category for interventions which include
more than one of the methods described
above. Many intervention categories overlap,
and so methods are in no way, mutually
exclusive. An intervention may begin with
a survey-guided development sequence which
stimulates managers to plan for and act to
provide management development training, job
redesign, decentralization of responsibility, and
a Management By Objectives system with bonus
incentives. The consultant is seen as a
key contributor to OD program planning,
especially in achieving an integration of
the most relevant techniques during the
course of the change effort. Beer and Huse,
(1972); Schmuck, Runkel and Langmeyer (1969);
Dyal and Thomas (1968); and Waters (1968)
reported on the theoretical and research "
implications of integrated OD approaches.

Porter et al. (1975) viewed organizational
change as a multidimensional phenomenon, thus .
usually requiring the simultaneous use of more
than one approach with a variety of intervention
techniques. The major disadvantage with this
eclectic approach is that when several techniques/
approaches are used, it is difficult to determine
the relative importance of each one in effecting
and sustaining the change.
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As will be discussed in a later section of this chapter, many of the
foregoing OD interventions have been applied to the military organization

with mixed results. Turney and Cohen (1978) pointed out that a significant r S

part of the difficulty in using industry-oriented OD interventions in

the military organization is attributable to the peculiarities of the

military institution. Five characteristics, in particular, which

differentiate the military organization from its civilian counterpart

have implications for organizational development efforts:

e Structure--The hierarchical structure is explicit
and visible. Furthermore, the presence e4"
commissioned and non-commissioned officers creates
dual chains of command which, at least in peace-
time, lead to a tendency to oversupervise the
enlisted troops. The emphasis on hierarchical
structure demands entry to the system at the top, and ,
the cooperation and commitment of both chains of
command, casts doubt on the appropriateness of
participative techniques, and makes it difficult
to move from a focus on officers to a focus on
the troops.

a Total Immersion Environment--Personnel are
considered to be on duty 24 hours a day. Most
support systems are run by the military estab-
lishment. This implies a need to extend the
scope of interventions beyond the immediate
work setting.

9 Personnel Rotation. The standard three year
rto f duty forces constant turnover and

organizational adaption to the desires of new
commanders. Since the system is already in
turmoil, interventions should not overload the
system with stress. At the same time, the ,
loss of key personnel threatens the continuity ,,

S-., of change efforts.
Mil itary-CivilIan Dichotomy--Differences in
policies affecting mltary and civil service

personnel create conflict between the groups.
Consultants are often identified with one group
or the other, thereby increasing the difficulty of,,
introducing changes.

, A O tional Objectives--The peacetime
"obJective of the AMY is to maintain readiness,
which makes the measurement of intervention outcomes

10,
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difficult. To the extent possible, inter-
* 'ventions should take place in units with

functions that do not shift greatly from ,"
peacetime to wartime.

Pasmore (1980) has developed an analytical model of OD intervention .

* for military settings based on sociotechnical systems theory which takes

into account the unique characteristics of'the military organization
described by Turney and Cohen. The model proposed by Pasmore isamodification

of the traditional sociotechnical systems model put forth by Cummings

(1976). A detailed description of Cummings' model can be found in

Pasmore (1980). The model consists of eight steps:

1. Defining an experimental system

* 2. Sanctioning an experiment

3. Establishing an action group

4. Analyzing an experimqntal system

5. Generating hypotheses for redesign

6. Testing and evaluating hypotheses for redesign

7. Transferring to a normal operating system

8. Disseminating the results.

Pasmore used this framework as a guideý and suggested the following

revisions for application to a military setting:

a Steps 1 and 2 will either occur simultaneously
"or be reversed.

@ Initially, sanctioning will be limited to the
command prerogatives of the highest officer
of the unit.

e Informal consent must be obtained from the
lowest ranking officers before experimentation. ,.

* Multiple action groups should be established.

a A special set of tools for examining the social
and technical systems is required. Both survey
and interview techniques should be used, and
analyses performed by the lowest ranking

""* officers of the unit.

' 10
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Summarizing, the steps of the model proposed by Pasmore include:

1. Briefing of levels of command concerning
the project

2. Sanctioning the experiment/identifying
targets for change

3. Establishing action group(s)

4. Analyzing the experimental system using
special surveys.

5. Generating hypotheses for redesign
6. Reviewing hypothoses by command group
7. Testing and evaluating hypotheses for

redesign

8. Transferring tb normal operations

9. Disseminating the results.

As Pasmore concluded, "the appropriateness of this preliminary model needs
to be evaluated through a series of experiments, and revisions made as

"necessary."
In a 1978 interview with M.M. Cahn, Lt. Col. Nadal gave the following

summary remarks on organizational development in the Army (Cahn, 1978):

"0 "The Amy policy says that we will not be
dealing with sensitivity training" for three
reasons: (1) someone cannot be forced to go
to a T-group session; (.2) T-groups are so far
from Army norms--"the Army is not ready for
them;" and (.3) the T-group literature reports
many mixed results--"the effectiveness of the
T-group as e management training device is
highly questionable."

9 OE training can be recormended by general
officers, but the program should remain .'

vwluntary. This assures commitment to the
program.

* Resistance to OE is "mostly located at the
Colonel, Brigadier General, and MajorGeneral level...Captairs really like OE...
The Colonels sometimes are the most resistant
for two reasons: (1) they often-times bec,:,me
the recipient of negative feedback...and (2)
some of them know that they are not going to
be promoted again....I think there are a
significant portion of them who feel no
inducement to chnge."
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- 80% of the OE effort is at the battalion command
level and above. "To do interventions at the

* level of the PFC is, I think, pretty ambitious...
I see the bottom line being the company."

e s Team building is the most typical intervention
used in the Army. "I don't know of any team
building session that has not ended with a

. favorable outcome."

"We don't have much reliable data. We have a
lot of anecdotal data." The U.S. Army
Research Institute is engaged in a multiyear
research effort to quantify results of OD and
develop a taxonomy of interventions for
particular problems.

Evaluation

The chronological and logical position of evaluation in planned

organizational change has undergone a great deal of review. Beckhard

(1969) pointed out that evaluation, if viewed as an "extracurricular

activity" of a change effort, will probably result in a high-cost and

low-quality product. Rather, the practitioner should develop an

.appropriate evaluation strategy prior to commencing a change program. Gowler

and Legge (1979) took this recommendation one step further. They suggested

that evaluation occur prior to the planning (implementation) mode, so

that "it may be used before the event to help define and focus the

content of the change activity, and to raise related but neglected questions

about implementation and performance."
Evaluation is the method for determining the effectiveness or success

of the change effort. It addresses the question of goal attainment. Thus,

inputs into the evaluation stage include (1) the problems or "felt need"

which initiated the program, (2) the baseline conditions of the organization,

and (3) the goals of the program. Kimberly and Nielsen (1975) noted that

while the concept of change occupies a major role in the organizational

literature and the ,ractice of change (OD) enjoys a similar posture in

management circles, "there is a surprising lack of systematic evidence

rogarding its efficacy, particularly in terms of its impct on organizational

performance." The following section of this chapter is a review

of the empirical literature which attempts to answer Kimberly and Nielsen's

challenge.
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B. RESEARCH

Research Design

The empirical literature on planned change deals primarily with the
evaluation of the effectiveness, or success, of various OD interventions

as initiators and sustainers of organizational change and the rela-
tionship of relevant organizational variables to the outcome. If there
is one point of consensus in the empirical OD literature, it is on the
inadequacy of organizational development research. While technology may -\.,

be well ahead of theory-building, empirical research is lagging far
behind them both. The first, and perhaps most important, deficiency in

OD research relates to research design.

White and Mitchell (1976), Porras and Berg (1978), and Spencer and Cullen

(1978) have independently analyzed the research designs used in a large
number of reported OD studies. Each set of authors established somewhat
different criteria for selecting reports for their study, and, as a result,
very few reports are included in more than one study. White and Mitchell
followed four criteria and, on the basis of these, selected 67 studies

covering the period 1964 to 1974 for analysis. The criteria were:

1. The reported research had to be part of an
overall, long-range organization improvement .;V 1,V
program.

2. The author had to include a description, either
verbal or quantitative, of the variables
considered important to the OD intervention.

3. The article had to include some description
of the procedures followed for conducting .
the research.

4. The research results had to be readily available
to the public.

Porras and Berg (1978) selected 35 studies for review covering the :.,..
1959-1975 timeframe based on the following criteria: (1) used human-
processual interventions, (2) conducted in reasonably large organizations,
and (3) measured, at a minimum, organizationally relevant process variables.

4. ,. ,.
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Spencer and Cullen aggregated the results of three earlier reviews

(Cumminqs et al., 1977; Pate et al,, 1976; and White and Mitchell, 1976). •' '0
A detailed description of the criteria used by each reviewer is given in

Spencer and Cullen (1978). Table 7 below presents the cumulative results
of these three major reviews of research designs in OD. It should be

noted that because of occasional overlaps in sampled reports, the figures
presented should be regarded as approximations only. The purpose of this

summary is to uncover trends, hence the use of percentages rather than -

raw numbers.

TABLE 7. COMPARISON OF OD RESEARCH DESIGNS

il Review Research Design

Quasi- Non-
Experimental Experimental Experimental

Cummings, et al. (1977) 33% 67% 30%

Pate, et al. (1976) 48% 32% 20%
White & Mitchell (1976) 25% 29% 46%

Porras & Berg (1978) 0% 77% 23%

Two generalizations can be made., First less than 50% of the reported
research used strong research designs, i.e., designs which include pre-test/

post-test measures of both treatment and comparison groups. Therefore, in
Sless than 50% of the cases can causal relationships be inferred (White and

Mitchell, 1976). Second, there appears to be a trend toward stronger
*. research designs, though not an overwhelming one. Difficulties persist,

"especially in field research, in achieving random selection and true control
group identification, thus thwarting attempts at true experimental design

(Cook and CamDbell. 1976; Porras and Berg, 1978).
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Cook and Campbell (1976) identified four principal areas threatened bv

experimental inaccuracies: internal validity, external validity, statistical
'. validity, and construct validity. Internal validity can be 'Jeopardized by

history, instability, maturation, testing, instrumentation, regression, [
mortality, selection, interaction with selection, ambiguity about the
direction of causality, diffusion or imitation of treatment, compensatory

equilization of treatment, and compensatory rivalry. While the last three

threats must be expelled explicitly by the experimenter in any type of

research design, the other ten are controlled for by random assignment

(hence, the benefit of true experimental designs). External validity, V

according to Cook and Campbell, is threatened by reactive effects of testing,

interaction effects of selection and testing, reactive effects of experi- •!tt

mental arrangements, and interaction of treatments. .,', .'q
Cummings et al (1977) focused on the threats to internal and .

external validity in 93 research studiles of OD programs. Results are

reported as the percentage of cases in which a particular threat to

validity was not controlled. Several conclusions result from this

data:

1. In performance analyses, threats from
instability, mortality, and selection-
interaction are uncontrolled in 50% of
the cases. The mortality problem appears
to be a particularly important threat
to internal validity (Carey, 1967;
Gardner, 1977), especially in the ,."•

. military where turnover is so high ,• _

(Mobley et al., 1979; Siegfried,. 1975;
Umstot, 1980).

2. Maturation is an important threat to OD
research because certain characteristics
(e.g., satisfaction) change. over time.
or over experience (e.g., performance)
(Katz, 1976).

3, Because some organizational character-
istics have intervening effects on
"other variables, there is a potential

,4 ,threat from attributing causality to the
independent variable rather than the * ..
intervening variable (Staw, 1975).
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4. Threats to external validity are much less
controlled than those related to internal
validity. In fact, two of the four threats
(interaction between selection and treatment
and reactive effects of experiential arrange-
ments) were uncontrolled in over 90% of the
cases studied. White and Mitchell (1976)
confirmed these findings in an analysis of
the percentage (75%) of studies potentially
invalidated by the Hawthorne effect.

5. The mere institution of OD programs in an
organization may pose a threat to the
validity of OD studies because they create
expectations, by both managers and
employees, that great benefits will
accrue from the change effort (Hackman
et al., 1978).

Construct validity faces potential threat from seven sources:
inadequate specification of constructs, mono-operation bias, mono-method
bias, hypothesis guessing within experimental conditions, evaluation

apprehension, experimenter expectancies, and interaction of procedure and
treatment. Problems of construct invalidity in OD research typically
result from (1) hypothesis guessing and evaluation apprehension due to

the fear of failure or reprimand on the part of the organization members
(Argyris, 1967) and (2) interaction errors resulting from the positiveeffects of group meetings, open communication, and attention character-

izing OD interventions apart from their treatment effects (Spencer and

Cullen, 1978).

Statistical validity, according to Cook and CAmpbell (1976), is a

critical factor in experimentation. Many of the threits to statistical
validity arise out of the nature of the statistical test itself (e.g.,

degree of power) and the measuring instrument (e.g., test-retest reliability).
Others result from treatment implementation and random irrelevancies in

the environment. The latter two threats are particularly a oropos to OD
research. Because the use of several different techniques during a single

program is encouraged, the possibility of invalidity due to comparing
different methods--many of which are unstandardized--is increased (Bowers

and Hausser, 1977).
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The sophistication of statistics applied to OD research results is

low in comparison with other psychological studies; but it is growing wo.
(SpencerandCullen, 1978). There is a trend away from the individual as

the unit of analysis toward the use of larger units (i.e., groups) of

analysis for statistical purposes (Porras and Berg, 1978). This will lead
to larger sample sizes and hence a greater probability of internal

validity.
Paralleling this trend is a move towards more sophisticated 5.

analytical techniques in OD research. White and Mitchell (1976) showed that
50% of the studies reviewed reported results in percent scores without

statistical comparisons, 9% in correlations, 15% as statistical comparisons

with an experimental group (before-after means), and 25% as statistical

comparisons between experimental and control group means. The word

"control" must be caveated with the note that in many experiments, the

control group was in reality a comparison group, rather than a true

control. A later review by Porras and Berg (1978) indicated a trena away
from using non-experimental research designs.

While most experimentalists are promoting the use of experimental
and quasi-experimental designs in OD research, some believe that the push

for a true control group in OD evaluation is futile, if not meaningless

(Argyris, 1968). In a classic debate over scientific methodology in OD,

Argyris and Dunnette and Campbell emphasized the importance of control

groups and experimental design. Dunnette and Campbell emphasized the

importance of control groups to scientifically rigorous experimentation

and criticized the published research on the effects of laboratory education
for its neglect, or omission, of control group design. Argyris countered

the Dunnette and Campbell review on the grounds that it attempted to evaluate

laboratory education on the basis of "scientific understanding", the rules

of which (e.g., control groups) make it difficult to understand the real

world. Scientific method imposes an "unreal" framework on the world which

confounds what could be observed by less rigorous- standards. Argyris

pointed out several characteristics of control groups which render them

meaningless'; inOD evaluation studies:4,
.,. )..
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1. Definition: how does one match a
particular management figure and his
relationships within the company with
a control group?

2. Ntality: how does one control for
the -feelngs and perceptions built up
in control group participants dis-
cussing innocuous subjects?

3. Maturation: how does one control
for the Interpersonal competence
that increases with the passage of
time?

In practice, the issue of control groups has not been resolved; however,

the continuing reliance on quasi-experimental designs attests to the

practical difficulties of establishing a true control group.

The majority of evaluation studies on the impacts of OD interventions

rely on self-report instruments for data collection. There is a substantial

amount of criticism of this trend. Milgram (1965), for example, stated

that such measures may reflect only the transparency of the instrument or

the compliance of respondents. Thus the effect of approval-seeking~by

respondents in OD evaluations might produce misleading data for assessing

the effects of interventions, and this "social desirability" variable

may cont bute substantially to the variance in OD effects as measured by
self-reports (Golembiewski and Muzenrider, 1975; Sudman and Bradburn, 1974).

These arguments raise pertinent questions about the reliability of R.

such widely used self-report instruments as Likert's Profile of Organiza-

tional Characteristics. Yet such. skepticism concerning the constructs

underlying popular instrumentation may also reflect a growing sophistication

among organizational researchers about the psychometric aspects of inquiry
Into planned change (Alderfer, 1977). Nadler, Mirvis, and Cammann (1976),

for example, worked with a task force of employees who developed a

questionnaire that met their own needs for information rather than the A

consultants'.

These developments in the approach to research design have been

enmplemented by recent advances in evaluative instrumentation (Alderfer,

1977). U.S. Army researchers have built a questionnaire for diagnosing .

organizational and job-related areas which iay be amenable to intervention :,
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(Shiflett and Cohen, 1975), and have validated a series of measures that

might be used to evaluate OD activities in the Army (Cohen and Turney,

"1978). Moos (1975) has developed scales for assessing organizational
climate in correctional and rehabilitative settings, and Hackman and

"Oldham (1975) have provided a validated survey for diagnosing jobs and

evaluating the effects of job enrichment.

A large portion of organizational development documentation is presented

in the form of case studies. In fact, anecdotal, common sense, single

case observations comprise the dominant mode of study In the social

sciences in general (Campbell, 1975). However, in comparison with its
prevalence as a genre for describing organizational life, systematic

attempts to develop and utilize the case study as a valid assessment tool

have been negligible.

As a vehicle for evaluation, the case study in general is both
promising and problematic. Its value-becomes evident in a number of

"ways. (1) It provides a continuous picture of the interactive developmental

"process (Friedlander and Brown, 1974). (2) Because of its prevalent use "

as a documentation of change programs among consultants, sponsors and

organizational members, it provides multiple sources of information from

which experiences can be drawn and compared. (3) It builds a more

adequate basis of communication among groups with conflicting frames '.

of reference. (4) It has a definite methodological rationale; when
analyzed retrospectively (through such procedures as frequency counts, '

content analysis, and the continuous coding and comparison of case
materials), the case study offers an effective means for increasing both

internal and external validity. It thus can be applied evaluatively to ,e'

assess successful and unsuccessful change efforts. (5) It improves the

quality of findings obtained from given change efforts, findings from which

grounded theories of planned change can be generated and upon which

meaningful quantitative generalizations can be based (Campbell, 1975).

Dunn and Swierczek (1977) have attempted to demonstrate the potential
A of case study in planned change research. The most pressing problem

they identified in the field of planned organizational change is the gap

between theory and practice. *To bridge this gap, they proposed the
e•, development of a "grounded theory" of change, based on the results of

.SI.- .
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retrospective case analysis. In this way, theory and practice would

converge in "reality." Their landmark work towards this end is a

review of 67 successful and unsuccessful change efforts in ierms of

eleven commonly accepted hypotheses found in the theoretical literature.

The results of the Dunn and Swierczek study are important for their

mixed implications. Of the eleven major hypotheses tested, only three

"found low to moderate empirical support. These were:

* Change efforts in which the mode
of interpretation is collaborative will .,
be more successful than change efforts
undertaken with other modes of
intervention.

Change efforts in which the change
agent has a participative orientation
will be more successful than change
efforts in which change agents share
a different orientation.

* Change efforts employing standardized
strategies which involve high levels
of participation will be more
successful than those which involve,•.V.]low levels of participation,

The other eight hypotheses received insufficient empirical support.

While the authors admitted their own methodological inadequacies (e.g.,

small sample size, use of bivariate analysis), they believed the following

five generalizations about the methodology of OD research to be valid: hA

1. Theories have been received largely on an a
priori basis with little attention to the-
empirical grounds of theoretically derived
expectations about change efforts.

2. Efforts to compare expectations with
empirical evidence have tended to assume
the form of single case studies, or
comparative studies involving small
convenience samples.

3. Methodological controls have been weak
or nonexistent. Potentially interfering
variables are regularly assigned to a
broad ceteris paribus clause.

4. A commitment to case studies as the
preferred mode of analysis belies an

* *..~ implicit interest in the generalizability
of findings. Theories of planned change
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hwve been based on strong inferences about
.,,e representativeness of findings, but

without the use of sampling procedures .-. ,
and statistical controls.

5. Despite a commitment to qualitative analysis, .:5.

investigators typically evidence a strong
interest in discovering patterned relation-
ships which can be employed as a basis for
ex ante strategies of planned change.

A mixed evaluation of the case study for organizational change

research characterizes most of the literature. On the Positive

side, the case study serves two unique and important purposes: (1) it

facilitates the inductive development of new theory, and (2) it facilitates

the refinement of current theory (Walton, 1972; Bennis, 1969). However, on

the negative side, the case study has shown greater potential than other

more "rigorous" methods for distortion due to the difficulty many authors

* seem to have in distinguishing fact from opinion, description from

analysis. The crux of the problem is the human variable, i.e., the

fears and biases of the case study reporter. While especially visible in NN

the case study, these "unscientific" or "non-rigorous" limitations affect,

to some degree, all human inquiry.

The case study appears to have considerable potential for evaluative

application in the area of OD. In order for this potential to be realized,
however, three main shortcomings must be ameliorated. First, the data

provided by continuous documentation of the interactive processes which

occur nre mitigated by the fact that the case study provides no immediate

feedback to guide subsequent action steps in a given OD effort (Friedlander

and Brown, 1974). Second, without procedures to insure its comparison

with a range of case materials, the single case study has little external

validity; that is, it does not increase our understanding of the variables

present in a universe of chaoge efforts. A third and related problem is
that the single case study, If considered in isolation from other case

materials, rests largely on the perception and bias of an independent writer.
Golembiewski, Billingsley, Antd Yeager (1976) made a q1JhRtantiAl •,nnceotual

contribution to evaluation research by defining alpha, beta and gamma

change. Alpha change denotes changes detected with a consistent measuring "..

scale; beta change, changes in which subjects recalibrate the measurement ,.

scale; and gamma change, changes whereby the subjects change their under-
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standing of the variable being measured. The authors' intention was to
N.' show that the measurement of change involves more than simply comparing

means or variances of two or more sets of observations collected over time.

A detailed discussion of this conceptualization of change can be found

in Golembiewski et al. (1976) and Zmud and Armenakis (1978). Empirical
support for the model is given In a study by Armenakis and Zmud (1979),

which examined these types of change by administering the Survey of
Organizations to a sample of military trainers involved in an OD program
and a control group. The findings indicated that the changes occuring

with the OD interventions could be better evaluated in the alpha, beta,

gamma typology.

Research Findings

Several thorough reviews are available which analyze the results

of O evaluation studies. Among the most widely recognized are those
by Beer (1976), Bowers (1973), French and Bell (1978), Friedlander and Brolin

(1974), and Porter et al. (1975). Rather than reiterate the findings of

these reviewers, the following discussion will address several key issues
confronted in the literature.

There appear to be two principal approaches to the evaluation of OD

intervention effectiveness. The first, and most prevalent, focuses on
the intervention itself. Generally speaking, the intervention is regarded

as a type of independent variable. The effectiveness of the 00

intervention is its measurable effect (ie., abilityto change) on the ,k..

dependent variable, i.e., the targets of change. Presented below are the "
• +major research findings on the effectiveness of some of the most widely

used change interventions.

Survey Feedback

Friendlander and Brown (1974) indicated that the research literature

on survey feedback evidences usefulness as an effective bridge between
diagnostic activities and active interventions. Its primary effects appear
to be on the attitudes and perceptions of individual organization members.

S' llB' ' 4
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While improvement in these factors may enhance the readiness of the

organization to change, however, these authors believe that "longer-term

changes in individual behavior or organizational performance appoar to be

contingent on more than just survey feedback " (Friedlander and Brown, 1974).

Mann (1961) applied a survey feedback technique to 800 employees and

78 managers in a single department of an organization and found positive

attitude changes in the experimental groups. Mann concluded that survey

feedback had its greatest results when the survey results were discussed

at more than one management level. He believed organizational involvement

was a key ingredient of successful change.
Solomon (1976) reported results of a survey feedback intervention

in a university which indicated that survey feedback is perceived as being
most effqctive in creating change when the information conveyed is negative,

as opposed to positive. He explained this finding by noting that positive

information does not provide impetud or direction for movement, while

negative information does. Survey feedback, therefore, seems most

suitable for "organizations in serious trouble". (Solomon, 1976).

Bass (1976) has developed a survey feedback technique which has gained ,q
empirical support in a series of experiments. The principal instrument

used Is the Bass-Valenzie PROFILE which gives individualized feedback to

participating managers about the system of inputs, superior-subordinate ,.

relations, and outputs of their own workgroup. In this way, it offers

the opportunity to systematically examine how the effectiveness of a

particular management style depends on the organization, task, and inter-
personal relationships among the subordinates and the manager. The Bass-

Valenzie survey feedback method is very similar to the University of Michigan

standardized effort in technique and objective. As Bowers (1973) reported,

a study of 14,812 employees in 23 organizations using the University of

Michigan approach strongly attests to the cost/effectiveness of survey

feedback relative to other OD approaches.

Less positive effects from survey feedback have beein reported by

Miles et al. (1969) and Brown (1972). Studying the effects of survey

feedback on power equilization, communication and norms in a school

system, Miles et al. found some improvement in communications, no change

in norms, and some negative effects in power equalization. Brown, also in

.:,'..';
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a school setting, found no impacts on factors of emotionality and curiosity,

"but some enhancement of student involvement.

Major research results on the positive effects of survey feedback can

be summarized as shown in Table 8.

TABLE 8. KEY FINDINGS ON EFFECTIVENESS OF SURVEY FEEDBACK

Key Findings Research Studies*

- Facilitates data gathering - Chase (1968); Klein et al. (1971);
and reduces resistance to Alderfer & Ferris (1972); Brown
change (1972)

- Improves organizational - Brown (1972); Miles et al. (1969); r
climate Mann (1961); Bowers (1973);

Pasmore & King (1978)

"* Studies cited in Bowers (1973) ,
French and Bell (1978), Porter
et al. (1975) or this report.

Job Design V,

Job design (including job enlargement and enrichment) represents the

task-oriented or socdo-technical approach to planned change. Key findings

relating to its effectiveness in organizational development are presented

in Table 9.
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TABLE 9. KEY FINDINGS ON EFFECTIVENESS OF JOB DESIGN

Key Finding Research Studi'es*

Reduces absenteeism - Ford (1969); Hackman & Lawler (1971);
and turnover Turner & Lawrence (1968)

- Increases quality of Wanuous (19O3); Standing (1973); Hackman
work (production .level & Oldham (1971); Pasmore & King (1978);
unchanged) Conant & Kilbridge (1965); Davis &

Werling (1960); Davis & Volfer (1965)

- Increases satisfaction - Hackman & Oldman (1971, 1975);
"Umstot et al. (1976)

*Studles cited in French and Bell
(1978), Friedlander and Brown (1974),
Hackman and Oldman (1971, 1975) or
this report.

Positive results of job enrichment studies Indicate that Job enrichment
will increase conmitmert and satisfaction, as well as the productivity of
the employees (Hackman and Oldman, 1975). These benefits have been

attributed to increased levels of certain job characteristics, such as
0 task variety, job significance, job autonomy, and feedback (Hackman and

Lawler, 1971; HackmanandOldham, 1976). 1t is also argued that these effects

are strongest for those individuals with high needs for achievement and
growth (Oldham, Hackman and Pearce, 1976; Steers and Spencer, 1977; Stone, V .

Mowday and Portcr, 1977). Job enrichment has also been found to have more
positive effects in situations where employees received positive social
cues from their co-workers (White and Mitchell , 1979).

Rpsearch has shown that Individuals reacting to Job enrichment are
"moderated by their levels of higher-order need strength (Hackman and Lawler,

1971; Wanous, 1974; Giles, 1977). It appeara from these three studies that
persons with higher-order need strength react more positively to job
enrichment. Hacknman and Lawler (1971) found that job enrichment should
appeal most to those persons who, in addition to seeking satisfaction of
higher-order needs, also experience psychological rewards as a result of
good performance. These findings were replicated in the Wanous and Giles
studies.
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"Several criticisms have bcen raised about the Job enrichment approach.
Reviews of the empirical literature on enrichment suqgest that the effects

of this intervention are often very weak (O'Reilly, 1977; Pierce and Dunham,
1976; Salanclk and Pfeffer, 1977). Also, empirical results show that
while job enrichment may have some effect on satisfaction, it has very
little, if any, effect on productivity (Pierce and Dunham, 1976; Unstot, 1980;

White and'Mitchell, 1979). Salancik and Pfeffer (1977) attacked the theoretical
basis of Job enrichment, suggesting that social cues may be better predictors
of employees' satisfaction and motivation than objective job characteristics.
White and Mitchell (1979) empirically demonstrated that both Job satisfactlon
and motivation were significantly affected by social cues and unaffected
by job enrichmer,t, thus lendinq support to Salancik and Pfeffer's objections.

Friedlander and Brown (1974) reported that the results of studies on
Job design (enlargement and enrichment) indicate increased quality of
production, lowered absenteeism and lowered turnover. In terms of
attitude change, the results are mixed; while job satisfaction tends to
increase as a result of Job re&,esign, workers tend to become more socially
isolated and, hence, there is an increased difficulty in ý'elation to

co-workers and superiors. Two major problems with Job design research
are identified in this review. First, while changes in Job design
generally entail simultaneous changes in task variety, responsibility,

challenge, etc., research has not attempted to deal with each of these
factors as independent variables. Second, the research has not explored
fully the relative changes In different types of motivation and satisfaction,
nor the relative effects of pa,.'ticipation and non-participation in the
change process.

Hackman, Pearce and Wolfe (1978) reiterated the firs't problem identified by
Friedlander and Brown. According to these authors, job redesign activitLa..
ivariably involve changes that extend beyond alterations in job character- S..

istics themselves. While such non-job changes may reinforce improvements
made in the job itself, they also increase ambiguity about what actually

cajsed any changes Found in work attitudes and behaviors.
Glaser (1.97e) criticized job enrichment studies on the basis that most

of the empirical support is derived from "case studies and uncontrolled
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research." Umstot (1976) supported this view, being able to identify only 0

13 controlled field and laboratory experiments on the effects of job

enrichment. The overall findings of Umstot's review are that there is

moderate support in the empirical literature for the enrichrment-satisfaction

relationship, but somewhat weaker support for the enrichment-productivity '' "'

"relationship. This conclusion is in general agreement with that reached

by Friedlander and Brown (1974). As seems to be the case with many OD

research studies, there appears to be a lack of statlstlcal sophistication

in the analyses of job enrichment programs.

Team Development (Team Building)

A team development intervention is designed to improve the effectiveness LA

of the work group. It is probably the most widely used action intervention.

The following studies represent evaluation research findings on team development.

TABLE 10. KEY FINDINGS ON EFFECTIVENESS OF TEAM BUILDING

Key Findings Research Studies*
,. .. .14,

Improvements in - Beckhard & Lake (1,971); Blake, Mouton, Barnes &
Performance Greiner (1964); Bragg & Andrews (1973); Kimberly

& Nielsen (1975); Luke, Block, Davey & Averch
(1973); Marrows, Bowers & Seashore (1967);
Nadler & Pecorella (1975)

s Increases in - Bragg & Andrews (1973); Brown, Aram & Bachner
Participatin 1974 ; Frledlander (1967); Nadler & Pecorella

R9751; Schmuck, Runkel & Langmeyer (1969),
Woodman & Sherwood (1980)

* Improvements in - Bigelow (1971), Fosmire, Keutzer & Diller (1971);
Organizational Climate Golembiewski (1972); Luke et al. (1973)

* Increases in Hand Estafen & Suns (1975) Hautaluoma &
Satisfaction Gavin (1975), Kimberly & Nielsen (1975), Marrow

et al. (1967); Schmuck, Murray, Smith, Schwartz &L
Runkel (1975) Woodman & Sherwood (1980)

*Studies 'cited in Friedlander and
Brown (1974), French and Bell (1978).
Kimberly and Nielsen (1971) or this report.

r T.'.'.
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The conclusions reached by Friedlander and Brown (1974) regarding the

effects of team development on participant activities and behavior are
generally quite positive. Woodman et al. (1980), however, took a more
cautious position. Their skepticism stemmed principally from a belief

that the overall internal validity of available research is not
"Impressive in terms of drawing specific conclusions about team develop-
men%. Threats to internal validity relate primarily to (1) small sample

sizes, (2) absence of control groups, and (3) lack of random assignment.
While Woodman emphasized the need for more rigorous designs in studies

evaluating team development activities, he recognized the dilemma

(stated earlier by Argyris) in attempting to apply rigorous methods to

an evaluation of OD programs. In strengthening the methodological aspects
of the research, more rigorous methods "carry with them contraints which
may affect the generalizability of any results."

The central role of the leader 'in successful organizational change
has been emphasized in the literature in terms of both his involvement
and support (Mann, 1961; Dalton, 1969; Guest, 1962; Blake, Mouton, Barnes •,,
and Greiner, 1964; Golembiewski, 1972; Argyris, 1973). Boss (1978)
demonstrated this notion empirically in a study of seven teams in a six-day
team building session. Six of the teams met without the Chief Executive
Officer of their organization, yet experienced the same design and con-

Z straints as the team with its leader present. Results indicated that
growth occurred in the team with the leader as measured by the Likert
Profile of Organizational and Performance Characteristics and the Group

-* Behavior Inventory; the six leaderless teams either regressed or remained
unchanged. Further research is recommended to confirm that the difference

-- found is accountable to the presence of a leader.
Several authors have noted the lack of comparative research on the wide

range of available organizational development techniques (Friedlander and

Brown, 197t; Kahn, 1974; Srivasta et al., 1975; Kimberly and Nielsen, 1975;
Pasmore and F ;g, 1978; Porras, 1979). Such research is necessary in order

to determine which intervention or combination of interventions would be

most effective given a particular set uf problems, environment, client-
,• system demands and "felt needs," time constraints, etc. (Nadler and Pecorella,

1975). A few notable exceptions are discussed below. ,
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Bowers (1973) conducted one of the most significant comparative
research studies of OD techniques and their results. His work was based
on data from 14,000 respondents in 23 industrial organizations and reports
gain scores on four OD methods: Survey Feedback, Interpersonal Process
Consultation, Task Process Consultation, and Laboratory Training, along with
two control treatments. Results Indicate that

"Survey Feedback was associated with statistical'ly
significant improvements on a majority of
measures, that Interpersonal Process Consultation
was associated with improvement on a majority of
measures, that Task Process Consultation was
associated with little or no change, and that
Laboratory Training and No Treatment were
associated with declines." (Bowers, 1973).

Kahn (1974), while applauding Bower's intent, criticized the study
on many fronts, including (1) problems with raw gain scores, (2) problem
of self-selection of treatment by client and change agent, and
(3) absence of hard criteria of organizational change.

Pasmore and King (1978) reported the results of a 2h year action research
project designed to investigate the differential impacts of sociotechnical
system, job redesign, and survey feedback itterventions on a variety of
attitudinal and performance measures in comparable units of an organiza-
tion. Their results can be summarized as follows: (1) The multi-faceted
interventions did not differ in terms of their impact on employee
Attitudes; (2) combined technostructural and survey feedback interventions
,i- duced more positive effects on attitudes than did survey feedback %%

alone; and (3) only sociotechnical system intervention was directly

associated with major productivity improvements and cost savings. Pasmore .4.

and King did not recommend an abandonment of human processual interventions,
but rather a more balanced and system-wide approach to organizational
change whereby both attitudes and Interactions (people-technology, person- ,
"person) can be enhanced. This requires further analysis of different

combinations of interventions as to their multivariate effectiveness In
different settings.

Gavin and McPhail (1978) reported the results of a cQmparative OD
effort carried out in the service department of a midwestern university by -'

a team of eight change agents. Interventions included interviews,
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questionnaires, data feedback, and team building exercises. Changes
assessed by questionnaires in a pretest-posttest design over a 1-year 9,- *.*

interval included: (1) increase in employee's sense of power; (2) increase
in role strain, decrease in role stress; (3) no change in organizational
climate measures. The authors concluded that narrow band interventions
might have more visible effects than those resulting from global change
strategies. "Substantive 'organizational' change may be an unrealistic
goal". Few organizational development practitioners have the
luxury of the five (e.g., Likert, 1961) or fifty (e.g., Maslow, 1965)
years required for "real" organizational change.

Porras (1979) conducted a study of the empirical OD research liter-.m
ature to determine the comparative impact of the more common change
techniques and varying intervention intensities. The data source was
comprised of 35 empirical studies. Porras selected' eleven hypotheses
drawn from current OD theory and practice and tested each with the
data generated from an aggregated analysis of the data pool. His findings
indicated that most of the predictions were not supported by the available
doubts. This rift between theory and research proposed by Porras should
be tempered by the admitted possibility that "the methodology used in
this analysis created artificial results". ' However, Porras'
study does, at a minimum, bring into question many of the OD principles
previously taken for granted, lending support to the call for more rigorous
research in this area.

"Some (OD principles) may not be valid. Others
may be correct. In any case, all should be
reassessed in a rigorous, systematic manner.
Central to the development of our field is ahigh degree of confidence in the basic theories;"•
we espouse" '(Porras, 1979).

An alternate approach to the evaluation of successful and unsuccessful
organizational development shifts attention from the intervention per se
to the dynamics of the organization within which it is conducted. This e

orientation was taken in a review of OD evaluation research by Franklin
(1975). In a report for the Office of Naval Research's Organizational
Effectiveness Research Program, Franklin evaluated several characteristics
of organizations, their environment and development efforts, to determine

4., 1 
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their association with successful and unsuccessful change in 25

organizations. The theoretical basis for this orientation to OD evaluation

is Franklin's proposition that certain factors may exist which influence

the success of OD efforts "regardless of the application of any particular 'I

change strategy or technique. That Is, just as some specific strategies

were found to be generally more effective than others, it may be possible

to identify characteristics of the organization and development process

which influence the success or non-success of OD activities...As Kahn

(1974) noted, most characteristics of this nature that have been suggested

have not been subjected to empirical evaluation. Further, very few

characteristics ever have been suggested as having substantial effects

on the outcomes of development efforts. The single precedent

for this study was conducted by Bowers (1973), who examined OD efforts

in 23 organizations. Along with differences identified across strategies, U.
Bower's results indicated a relationship between organizational conditions

and the outcome of OD efforts. The principal factor shown to affect the
impact of change strategies was organizational climate, i.e., conditions
internal to the organization which influence behavior and attitudes.'

Franklin identified four groups of characteristics differentiating

successful and unsuccessful OD efforts, as shown in Table 11.

His conclusions, based on these results, can be summarized as follows:

Characteristic Relationship to Success of OD Effort

1. Nature of Change Commitment to and use of survey feedback and _
Activities interpersonal process consultation inter-

ventions are associated most closely with
success in OD efforts while an emphasis on
sensitivity training/T-groups is most closely
associated with the unsuccessful organizations.

2. Stability of the Organizations that are more stable and staid are
Organization and less likely to be successful in their OD efforts
Posture Toward than are those which are expanding and more open I

Change to and involved in adjusting to change.

3. Specificity of More specific interests and greater commitment
Interests and Com,- to the OD efforts are associated with successful
mitment to Change change.
Effort

4. Qualities of the Internal resource persons who are less carefully
Internal Change selected, receive change-agent training previous .
"Agents to the OD effort, and do not possess assessment- "A'

prescriptive skills are found in the unsuccessful
organizations.
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6•~ 4~ TABLE 1I. CHARACTERISTICS INDICATING DIFFERENCES BETWEEN SUCCESSFUL ,
AND UNSUCCESSFUL CHANGE IN ORGANIZATIONS

'(frm Franklin, 1975)

Category Successful Unsuccessfu,

Organization's e Expanding market e Steady market "
Envr net e Lnbor drawn from a Labor drawn from towns IA--

suburban areas
- H~g pay rate a Lower pay rate

Organizational e More levels of hierarchy *,Fewer levels of hierarchy
e Heavy Industry * Office and sales

organizations organizations
. Innovative reputation e Non-innovative reputations

. Non-union
e Insurance industry

Entry and e Interest based on prior * Interest not based on
Commitment contact with research/ prior contact with research/

development staff development staff

e Commitment to Survey e No commitment to Survey
Feedback Strategy Feedback Strategy

e Greater support from a Lesser support from
top management top management

e Research/development staff e Self-introductions
introduced as part'aof by research/development
genercl presentation staff

* Expression of a specific e Expression of a
problem general problem

- Not motivated by a desire
- to experiment with now

ideas

Internal Change # ICA s possessed'assessment- * Did not possess assessment-
Agent prescriptive skills prescriptive skills

a More care taken in a Less care taken in
% ICA selection ICA selection %

o Previous ICA training i,.
o More previous work

experience in personneld~epavtment

Change a Commitment to Survey a No commitment to Survey
Activities Feedback and Interpersonal Feedback or Interpersonal

Process Consultation Process Consultation
strategies strategies

a No commitment to Sensitivity a Cimmitment to Sensitivity
Training/T-group strategy Training/T-group strategy

e Process plus content @ Process only emphasis
emphasis of interventions of Interventions

"a Internal change agent primarily e External agent primarily
responsible for interventions responsible for intervention

e Use of Survey Feedback
intervention

X%44*,. * 41-
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Franklin caveated these generalizations with the statement that a strong

case cannot be made that any of these characteristics are necessary or

sufficient determinants of a successful change effort. Their identification

does have, however, a practical value to the individual manager or- "

consultant. Certain of these characteristics are alterable (e.g., support

of management, change agent selection, level of commitment) and hence

may be significantly affected by the manager or consultant. Others are

unalterable and only minimally under- the control of the organization.

Unfortunately, the novel element of Franklin's study, i.e., those orqanizational

conditions which affect OD outcomes (e.g., hierarchy, environment)

generally fall under the "unalterable" category. Many characteristics

of the development process, however, are subject to the actions of

management, as shown in Table 12.

OD in the Military

Despite the many difficulties encountered, organization development

efforts have been carried out in the military on a large scale with a

fair amount of success. Umstot (1980) has reviewed the major OD programs
attempted in each Service and the research relating to the results

achieved. Table 13 summarizes his findings.

kUmstot's data suggests that, at best, the results of these efforts

hg.vebeenmixed. Other research supports this notion, as shown below.

Researcher Intervention Results

Fry & Cliborn Management skills workshop no discernible impact(1975) •. , '

Siegfried Survey-feedback/Team no performance impacts
(1975) Building no lasting attitude change

Olmstead et Process Interventions improvements in combat
al. (1978) effectiveness i,

Cohen & Turney Communication Processing positive changes in
(1978) Teams performance orientations

Holmes et al. Survey Feedback no significant results ,4

(1970) .~.-

Emington (1978) Survey Feedback improved retention rates
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TABLE 12. ALTERABLE AND UNALTERABLE CHARACTERISTICS
(from Franklin, 1975)

Differentiating5  Chffrantia .ng Trondeb
Characteristics ifrn g eds

a Support from top management e Negotiation Period
a Introduction of research/ a Commitment for a resurvey

development staff 0 Conmitment for a restructuring
- Specificity of problem of the organization
expression'••Altereable a ICA knowledgesitl 1ty of

Charactera a ICA'ls assassment-prescrip- organhational functioning

Charactert tive skills and change-agentry t 0

o Care of ICA selection a ICA value orientation

a ECA knowledge base
a ICA value orientation
a eCA skill types

a Credibility of survey instrument

a State of the market P Scope of the market
* Origin of the labor pool a Size

Unalterable a Industrial pay rate a ICA non-change-agent experience
Charctr a Levels of hierarchy

a Type of organixrtlon ',. ,

a Innovative reputation
e Prior contact with

development/research staff
a Early vs. late involvement

e Previous RCA training

S %T

, , ,,% ,,.
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Umstot (1980) pointed out that the turnover of key management

during the experimental process makes rigorous experimentation nearly Ir W

impossible. For example, in a study attempted by Crawford (1977), over

50% of the ships changed both commanding officers and executive officers
during the experiment. An additional confounding effect results from

the impact of "rigorous" research on the OD program. This phenomenon
affects both the civilian (Argyris, 1968) and the military setting
(Umstot, 1980).

Nadal, Schwar, and Blascak (1978) studied the experience of select
Organizational Development user corporations and compared the results with

the Amy experience in Organizational Effectiveness. Data was gathered

from a literature search through interviews with corporate personnel and
academicians well known in this field. The Army effort, to the extent

that it has developed, compared favorably with the corporate early
experience and seems to have the capacity built Into its process to manage
the change of the process itself. Nadal et al. concluded that the

Army was not doing two pertinent levels of OD which the corporations
visited were doing: (1) the Strategic OD, accomplished to systematically
address the organizational future in a participatory way, and (2) the

* Socio-Technical areas of OD which are executed to enhance jobs, redesign

work, and increase organizational productivity at the worker level,

Recommendations are made that the Army should expand its process,
•.'i change the role of the OESO and the content of the OETC, educate--,.='"

managers/commanders at all levels and develop a survey feedback system

in order to accomplish Strategic and Soclo-technical functions to ver-

tically integrate the organizational development process in the

Army.
Spencer and Cullen (1979) developed detailed case studies of organizational

development interventions with Army organizations and analyzed them to

identify those variables which predict or are associated with successful
Interventions. Their findings can be sunmnarized as follows:
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1. Outcomes.
- The outcome results of OE operations

are absent or limited to the documen-,
tation of behavioral changes in the
client system in most cases. Success-
ful OE operations do generate
concrete behavioral outcomes, although
these results tend not to be documented
or quantitatively measured.

- Implementation and Evaluation remain
the weak points in the Amy OE APIE
(Assessment, Planning, Implementation,
and Evaluation) procedure. OESOs
rarely collect data in any systematic
way on the outcomes of their inter-
ventions.

2. OE Consultants.
- Effective OESOs are significantly more

likely to:
(a) Gain meaningful client acceptance and

commitment through accurately hearing
client concerns and needs and
developing an intervention approach
congruent with those concerns;

(b) Identify realistic implementation
'action steps to solve organizational
problems;-

W Be concerned with outcome results 4,,

and follow up with clients to
document such results.

3. Client.
- OE operations were most effective in mid-

level operational comnmands, line combat units
in which the client sponsor had the power
and authority to change organizational

* processes. OE operat ons were less effective
in (1) organizations undergoing major leader-
ship transitions (when the OESO did not ,
have an explicit contract to deal with the
transition issues), and (2) civilian agencies
and large complex headquarters systems
headed by general officers.

4. Intervention Methods.
- The OE operations studied revealed a very

restricted range of intervention methodologies.
Basically only two were observed: process

~, .~ consultation (including action planning and

,4, .[ ~~133 ,•
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transition workshops) and survey-
guided development methods, It is
possible that socio-technical or "open
systems" strategic policy planning
methods more relevant to the situations ,1;.
"faced by top management would lead to a
higher success rate with large systemsclitents.•' •

5. Intervention Process.
- Effective 0E cases are characterized by

good diagnosis and clear, parsimonious
data feedback on real issues.

- High quality goal setting and the
identification of specific implementation
action steps is crucial to achieving
meaningful results on outcomes
operations. OESOs must reality-test
implementation options with their
clients.

A major criticism levied against OD interventions carried out in

the military setting is the apparent lack of penetration into the troop

level (Cohen and Turney, 1978). Three systematic research studies recently

conducted to examine the impact of various OD techniques illustrate this .,

point, In the first case, Fry and Cllborn (1975) examined the utility

of a series of three leadership skill development workshops for changing

organizational performance. The three workshops focused on: (1) group

problem-solving, (2) Management by Objectives (MBO), and (3) performance

reinforcement. The experimental design utilized an experimental and

control group of key officers (n-153 per session) in a variety of units.

Data was collected through surveys administered to available troops. •

The conclusions of this study indicated that the workshops were not

effective; the officers.in the experimental group did not utilize the

skills taught in the workshop to any greater extent than did officers in N

the control group.

Similar results were found by Holmes et al. (1978) in their

evaluation of a Survey Feedback program in 60 Army companies. The company

commanders were trained to use survey feedback data to improve subordinate

"work perceptions and attitudes. No significant changes were evident as a

result of the intervention. Another study examining the results of a Survey
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Feedback cffort yielded similar, though sumewhat iwiore positive, results

(Siegfried, 1975). This study involved the collection of survey data

from battal ion members (n=11O) to commanders as a basis for a 2- or

3-day team building workshop. Differences in commander sensitivity and

support wei'e found between experimental and control groups. A Follow,.up

study four months later confirmed these positive changes, but. d second

follow-up six months after the first showed a reversal in the trend.
The author concluded that these findings indicate the need for intense

follow-up to reinforce initial OD interventions. The same could also
be said of the Holmes et al. (1978) study. The authors of that study
concluded that survey feedback would more likely produce changes if

conducted over an extended period of time and in conjunction with other

OD techniques.

"The principal drawback to oach of the foreqoing studies is their
"minimal penetration...into the units themselves to attempt to tie the

officer training to specific problem areas and reinforcement needs of

the personnel at lower levels '(Cohen and Tu-'ney, 1978). The
dilemma stated here is by no means peculiar to the military. Kahn

(1974) cited as one of the most cogent problems facing OD the

redundant advice that the change agent "start at the top" (Beckhard, 1969;

Blake and Mouton, 1969). Kahn's contention was that GD theoreticians and

practitioners have not dealt adequately with the issues of level of

change, extent of participation by each level, and management support
.•p• for vs. focus nf the planned intervention.

Cohen and Turney (1978) conducted a research study to evaluate the
impact of a variety of OD techniques in an Army organization by focu.ing

the interventions on the troops themselves. The study was conductcd at an

Army communications facility, using four work groups, each comprised of

2 NCOs and 14 enlisted persons. Seven problem areas were identified
for attention (lack of peer group norms, insufficient performance feed-
back, need for supervisory training, role conflict/ambiguity, inadequate

intergroup communications, lack of motivating Job content, ambiguous

performance eva'iuation stavidards) along with four strategies for addressing
them (survey feedback, team building, management training, job enrichment).

The resul Ls of the study showed that a series of OD teehniques introduced
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to an Army organization at the lowest structure level can yield

significant positive changes in soldier job satisfaction and perfor-
mance. The conclusion reached by the authors is that, whatever the

nombination of OD techniques one uses, OD in terms of training provided

outside the organizational setting is not a fair test. Before

eva'uation can take place, it is necessary to ussure that some form

of OD in fact penetrates into the organization itself and involves

personnel who are directly responsible for the performance and Job

satisfaction which are being measured.

Management Development/Training

A category of change interventiois related to, but distinct from,

organizational development has been shown to have an effect on plAnned

cha••je. These interventions are collectively referred to as management

development/training programs. Like OD interventions, these programs

typically result in adaptive changes in the processes of organizational

behavior; however, unlike organizational development techniques, they

focus on one subsystem of the orginization (Bennis, 1969; Beckhard, 1969).

Koontz and O'Donnell (1977) distinguished between management development
and training in the following way:

"Manager development concerns the means by which
a person cultivates those skills whose application
will improve the efficiency and effectiveness with
which the anticipated results of a particular
organizational segment are achieved. Learning
about the skills takes place in training situations,
whether in the classroom, in a conference, or in
a managing experience; skill in managing can be ,
developed only by managing, and thus manager
development must always be self-mdnagement."

Management training techniques include such approaches as: T-group or

sensitivity training, Grid Ou, Management-by-Objectives (MBO), and a

variety of workshop and conference programs using academic or psychological

approaches. Koontz and O'Donnell also suqgest on-the-job, or process,

training as a viable, experiential approach to management development.
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Sensitivity Training

T-Group, or sensitivity, training for managers follows the same
principles as when it is applied to other organizational members. It
also shares many of the same limitations:

"1. The sensitivity session develops the
individual manager., but does not change
the organ4zation (Fiedler, 1972; House,
1968)

2. Transfer of skills back to the home
setting is often weak, especially if
stranger groups are used (Huuse, 1969).

At best, there is contradictory evidence as to its effectiveness in
management development. Research results showing positive findinys are
described in Buchanan ,(1965) and Argyris (1968); mixed findings are
described in Miles (1965) and Gottschalk and Pattison (1969); and negative
findings in Dunnette and Campbell (1968) and House (1969).

Lennung and Ahlberg (1975) reported on the results of a Swedish field

experiment on the effects of laboratory training as a, management
training technique. Their findings indicated that individually different
changes in the areas of awareness, attitudes and interpersonal competence
are to be expected after training, in contrast with changes in central

tendency claimed by proponents of this style of training. Central

tendency changes can be expected after laboratory training in four
Instances: (1) when the goal of the research is to measure "meta-learnings"
(learning how to lea:-n); (2) when all kinds of changes, regardless of
direction, are registered; (3) when the researcher records an increased
competence in a certain subject matter or skill as a change; and
(4) when all people are considered extreme at the outset and therefore

must move in one direction or the other. Lennung and Ahlberq do not
believe that these conditions contradict their overall findings.

g, Grid OD

Grid OD is an outgrowth o,' the managerial grid approach to leadership
styles developed by Blake and Mouton (1964). The grid identifies five
basic styles of management, as illustrated in Figure 8. The range of
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styles extends from the 11manager who has minimal~ concern for people
and production, to the 9,9 manager who has maximum concern for these
factors, and from the 9,1 manager concerned primarily with p~roduction
to the 1,9 manager concerned primarily 'with people. Blake andMouton

emphasized that while intuitively a 9,9 manager appears to ýopre~sent
the ideal situation, in practice the "best style" is dependent on the
situation. Reddin (1970) confirmed this statement, assertinq that each

ofthe four styles can be effective or ineffective depending on the

High 9 1. 9 Management9.qMngmn
Thoughtrut attention to noedi _ _ Work auqomplishment is fromn
ofpepe o uliyn committerd people;

6 7 ltoailtast ainir~ptne~ truhamopqharo und work temnpo, ptupoto leada to relationshipi
- - or trust and to poet,

6 ~5, S ManagomeontI -- Adequate org~anization ei.ao
s is poixiblo through balancting

the nogoutty to gut out work with
VMaii9taiiing miorale of pe~ople -3 . at a utigruetury level.

3 1. 1 Mranagement 9, 1 kinatuement
Exertion or minimumi effort to ErrNcion~7 in opitrailons remits~

2 get required work doiw li from arranging ianditlans of
oraiainmntehpevetvitreetappropriate to wataoin work in tuch a way that human

LAW I minimunt dagruo.

1 2'3 4 5 6 7 6 9
Low Coneern for production Hfigh FIR

FIGURE 8. THE MANAGERIAL GRID

(from Blake a.nd Mouton, 1966) .
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The Grid approach to OD Is a long-term process, usually requiring

three to five years to implement. It generally follows sixphases: .:; ,•

1. Laborator-seminar training. The purpose
of this first phase is to introduce the
participants to the overall concepts and
materials used in grid training. The
seminars that are held are not like
therapeutic sensitivity training. There
st more structure end concentration on-

leadership styles than on developing
self- and group insights.

2. Team development. This is an extension
of the first phase. Members of the same
department are brought together to chart
how they are going to attain a 9,9
position on the grid. In this stage, *r,
what was learned in the orientation
stage is applied to the. actual
organizational situation. , ,

3. Intergroup development. Whereas the first
two phases are aimed att managerial develop- m6

ment, this phase marks; the beginning of %
overall organization development. There
is a shift from the micro level of individual
and group development to a macro level of
group-to-group organization development.
Conflict situations between groups are
identified and analyzed.

4. Organizational goal setting. In the
manner of management by objectives, In . -
this phase the participants contribute
to and agree upon the important goals ..
for the organization. A sense of
commitment and self-control is instilled
in participants.

5. Goal attainment. In this phase the
pa•tictpants attempt to accomplish the
goals which they set in the fourth phase.
As in the first phase, the participants
get together, but this time they discuss
major organizational issues and the stakes
are for real.

6. Stabilization. In this final phase, support
is marshaled for changes suggested earlier
and an evaluation of the overall program is
"conducted.
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Research on the effectiveness of Grid OD in management training
and development indicates mixed results. Blake and Mouton et al.

demonstrated positive results in a number of instances. Results of a -'
1964 study led the researchers to conclude that "this type of educationalstrategy can help to make significant contributions to organizational •'
effectiveness" (Blake and Mouton, 1966). Similarly, in a later study, Blake

et al. (1969) sunmiarized their findings as indicating advantages made ,

in (1) dollar savings, (2) increased cooperation, (3) decreased shut
down time, and (4) greater personal interest and involvement in the work.

Criticisms of Grid training focus on the nonrigorous methodology

employed in its evaluation. Huse (1975), in a review of relevant

research on grtd training, concluded that most programs are either not
ev'aluated at all or are totally dependent on testimonial or anecdotaldatta, often with contradictory results. i

Despite the qiesttonable research, Grid OD seems to be one of the
oxst widely used OD/management development techniques. According to

Huse, tn 1973, Blake & Mouton's Scientific Methods, Inc. listed 5
executive grid seminars; 54 managerial grid seminars in the U.S., Mexico,
Great Britain, Germany and Japan, 11 managerial grid instructor seminars
in three different countries; 6 grid OD seminars; and 29 sales grid

seminars In various parts of the world.

Managemant by Objectives

Management by Objectives (MBO) is both an organizational and management
development technique, though its emphasis is on the latter. Historically,

MBO has two roots. Organizationally-oriented MBO was originally developed
by Drucker (1954) and brought to greater quantitative sophistication by
Odiorne (1965, 1979) and his followers. Management-oriented MBO began
with McGregor (1957) and Likert ,(1961) who focused on the more qualitative
aspects of MOO in growth and development. McGregor proposed that by
emphasizing mutual understanding between superiors and subordinates and UZ

Job performance, the manager would act not as a Judge, but as a facilitator 7U

to effective performance.

Very briefly, an MBO program follows three basic steps, as follows:

140

* . '4.r



1. The manager and subordinate determine', ",
the subordinate's specific areas of
responsibility for the end results
desired.

2. The manager and subordinate agree on
the standard of performance for each
area of responsibility.

3. The manager and subordinate agree on a
work plan for achieving the desired
results in each area of responsibility,
in accordance with the overall objectives
of the company.

The goal of this process is two-fold: (1) increased managerial effectiveness

and (2) enhanced organizational performance.
Research results are overwhelmingly supportive of MBO programs, if

properly designed and implemented. A review of these studies is presented

in Chapter 6 of this reporth:

Negative results have emerged from MB0 programs which were improperly
implemented. For example, Levinson (1970) showed that a program based
on a power-backed reward-punishment psychology can be psychologically
damaging to the employees and ineffective for the organization. Similar

dysfunctional consequences can result where there is an overuse of

tangible measurements (Ridgeway, 1956).

Fiedler, Chemers and Mahar (1976) have developed a continqencv model of
training based on the Contingency Model (Fiedler, 1967). The theoretical
basis for this model postulates that leadership effectiveness is contingent

on the appropriate match between motivational structure and situational
control. This model stands it opposition to those models which propose
a "best" leadership style (Blake and Mouton, 1964; McGregor, 1967) or

a modification of leader personality (Argyris, 1976). Fiedler's Contingency

Model instead suggests that it would be more effective for the leader to
change his immediate situation rather than his personality or motivational

structure.

Many commentaries have been written on the Contingency Model of._

leadership (see Fiedler et al., 1976; Fiedler and Mahar, 1979), both
critical and supportive. Fiedler believes, however, that evidence is

overwhelmingly in favor of this model as a viable basis for leadership
training and development. Reporting on the results of a major research
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effort involving twelve studies testing the effectiveness of LEADER
MATCH, a self-paced, programmed training method, Fiedler et al. (1976)
demonstrated the effectiveness of his approach. The studies were

conducted in both military and civilian settings, and compared performance •'I
V, evaluations of 423 trained leaders with 484 "untrained" (control)

leaders. All twelve studies yielded statistically significant results
supporting LEADER MATCH training.

Feedback and Organizational Change

Intrinsically related to the change process in organizations is the

notion of feedback. Research on interventions such as MBO and Job
enrichment has demonstrated the need for employees to know how they are

doing on the job (Cook, 1968; Fisher, 1979; Hackman and Oldham, 1976;

Tosi and Carroll, 1970). Two orientations have been adopted in this -"
research: (1) social-psychological, in which feedback is viewed as an
essential feature of the interpersonal interactions necessary for role
learning (e.g., Katz and Kahn, 1976; Meyer, Kay and French, 1965) and as a

means of providing the necessary environment for meeting higher-order,.
needs (e.g., Hackman and Oldham, 1975, 3976); and (2) behavioral, in whi rch

feedback is related to a given response with little concern for the
psychological processes initiated by the feedback (d..q., Hammond and Summers,

1972; Kantowitz, 1974). The social-psychological approach is characteristic

of the research on feedback in an organizational setting.
In a major review of the feedback literature, Ilgen, Fisher and Taylor

(1979) pointed out several factors which contribute to a lack of general-
izations in the literature on the effect of feedback on the behavior of 4. P-

S.individuals in the organization. Briefly, they are:

1. A tendency to confound the notion of feedback
by including in it infornwtion-conveying
processes which are not synonymous with
feedback.

2. A lack of well-developed theoretical
statements relating specific characteristics
of the feedback stimu us to psychological
processes preceding the behavioral response
in organizational settings.
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3. A lack of communication between or
integration of the human performance
and motivational orientations to
feedback (note: exceptions includeSocke, 1968).

Several research needs are indicated:

1. Further investigation into the area
of perceptions of feedback. If it is
to affect behavior, feedback (especially
negative) must be accurately perceived.
Several factors seem to affect the accuracyhl, of the recipient's perception:

s Source of Feedback--Research is ,'

needed on the characteristics of
sources (e.g., credibility, power)
as they affect the accuracy of
perceptions (Greller and Herold, 1975;
Kanifer, Karoly, and Newman, 1974,).

* Frequency of Feedback--Research is
needed on the effect of the frequency
of feedback on perceived control and
intrinsic motivation.

# Goal -Feedback Relationship--Research
Ts needed to clarify tile nature of
this relationship (Locke,1968).

@ Interpersonal Sources of Feedback--
Ri•search is needed to understand
better how feedback is given by •-.,
individTuas, especially In light of
the apparent tendency of supervisors
to distort negative (unpleasant)
feedback (Fisher, 1979).

143

`* ,:.:•p..•;:• .`:`` `•. .•••``• •`•.``• ••: .:• :.: ,..::.: ,. , 4.: 4. 4. •`;`•:•.•:`•:••••`:`• .. t.. • ` 4k`

"4d"-



4. FACTOR IV: MANAGEMENT AUTHORITY/COMPLIANCE CHARACTERISTICS

The Management Authority/Compliance Characteristics factor reflects
the dimensions of influence and power as components in the superior/

subordinate organizational scheme where compliance is required, for
example, from subordinates relative to their position or level in the
organizational chain. The variables reflect status or hierarchical leveling,
attributes found In most organizations normally associated with manage-
ment control procedures.

As a factor in organizational systems, management authority/compliance
characteristics represent the individual management control dimension in
organizations. The factor was operationally defined by the concepts of

influence, power, conflict, hierarchy, interaction, authority, and role.
The term influence is defined as an exchange process in which one

party has the ability to affect, or induce behaviors in, the other.
Power also includes the interpersontil exchange relationship in which one
party has the ability to induce acceptance of direction by another, but
further encompasses the dimensions of coercion and/d0 dominnce.
Conflict is defined as mutual opposition between competing, contradictory,
or inconsistent. impulses, tendencies, or values and includes the concepts
of confrontation and competition. The term hierarchy, as used in thin

factor, refers to the arrangement of the components of a system in a
higher-lower, or superordinate-subordinate, relationship. Interaction
is defined as mutually effective action Involving two or more systems
of the same or of different orders and includes the concepts of cooperation,
coordination, human relations, and participation. The concept of authority

r'• is defined as an exchange relationship between parties (managers and
subordinates) in which legitimated power (i.e., that which coincides with
values of those Involved) is exerted. Role is defined as a function (formal
or informal) assumed by an element (manager) of the system and includes the
concept of relationship.

From a behavioral research and general systems theory perspective, the
management authority/compliance factor reflects those behaviors and responses
to behavior that occur in organizational systems relative to "managing" and
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influencing components of the system so that management objectives are
achieved. The literature related to this factor, in many cases, deals
with the Interplay between influence and power, between hierarchy and
authority, and the management roles played in the area of conflict and
conflict resolution. The underlying concern in this factor is the
identification of those management behaviors and individual arrangements

existing in an organization that make it work,, i.e., the key

ingredients and associated behaviors that manage organizational systems.

A. THEORETICAL BACKGROUND

Much of the theoretical literature of the last two decades has
advocated a contingency approach relative to the management authority/
compliance dimension. The underlying assumption is that inflexible modes
of managing organizations are not consistent with current understanding and

organizational realities. The contingency approach would argue that
organizational systems are faced with a variety of situations and, therefore,
a body of concrete rules cannot always be validly applied in each
situation. Kastand'Rosenzweig (1973) suggest that the contingency . ,

view:

"...emphasizes the multivariate nature of organizations
and attempts to understand how organizations operate
under varying conditions and in specific circumstances.
Contingency views are ultimately directed toward
suggesting organizational designs and managerial
practices most appropriate for specific situations."

Luthans and Stewart (1977) In resoonse to this view, to the recognition I,

of situational influences on the management of complex organizations, and to
the lack of a comprehensive and integrative theoretical framework for

contingency management, introduced a General Contingency Theory (GCT) of
Management as an overall framework to integrate the diverse process,
quantitative and behavioral approaches to the management dimension, to

incorporate environmental components, and to bridge the gap between manage-

ment theory and practice.
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The General Contingency model of the organization is, according to

Luthans and Stewart, a systems paradigm with three primary levels of
organizational "building blocks." The primary system variables include

environmental variables, resource variables and management variables; ',

the secondary system variables include organizational variables and

performance criteria variables; and the tertiary system variables include 7.
the system performance variables.

From a generic perspective, the management authority dimension

Consists of an integrative level of responsibility between the technical
and institutional levels of responsibility (Parson.. 1960, Chapter 1),

The manager serves as a translator of the general organizational system

goals so that the technical level of responsibility can be directed

to convert raw materials into products or outputs, The manager, according

to this view, must be able to combine authority, power, and influence in

making the organization work effectively. Along the way, c:onflict. occurs, ,.

and the manager assumes roles in the hierarchy to achieve resolution of

the problems. The theoretical literature which follows reflects these

components.

AuthoritQ.

Scott, Bornbusch et al. (1967) present a conception of authority

and authority systems, ,s well as a theory predicting the instability

of certain kinds of authority systems. Authority systems in formal

organizations were analyzed in terms of the process by which the per-

formance of organizational participants is evaluated. The authors

proposed that authority be viewed as authorization to attempt to control

the behavior of others, and that it rests In four different kinds of

authority rights, each of which is a component of the evaluation process.

.The authors defined authority systems in terms of the distribution of

these rights among participants. The theory proposed specifies certain

problems in the evaluation process which make the authority system In-

compatible with participants' achievement of evaluations acceptable to

them. Incompatible authority systems were postulated to be unstable and to

remain so until the incompatibility is resolved. A set of indices was "0",

developed for the identification of unstable systems, including: dissatis.

146

.-

". 

.

W. .. 0,0 , , , .

14 N4 '. : I*4**. ý'* -*



faction with parts of or the whole system, communication to others in
the system about the dissatisfaction, suggesting to others that the

system can be changed, and noncompliance with the exercise of any authority
becat'se of the dissatisfaction. From a managerial perspective, those with

this level of responsibility must be aware of the problems of incompatibility

in authority systems relative to subordinate evaluations and the power to

influence subordinates regarding achievement of management or organizational

objectives.

Power
A concept directly related to authority is power, which here de-

scribes management behavior directed primarily at developing or using

relationships in which subordinates are to some degree willing to defer

to other's wishes. Kotter (1978) argued that the importance of power-

oriented behavior to managerial career success varies depending on factors
that define the managerial Jobs involved. The major defining factor is

Job-related dependence, which is in turn determined by organizatiotn size,
environmental uncertainty, environmental dependencies, organizational

goals, technology, formal structure, measurement systems, and reward

systems.

According to Kotter, the relationship between power-oriented behavior

and organizational effectiveness depends on at least three Intervening

variables: Job-related dependence, managerial goals and values, and top

management behavior. Accordingly, a technique called PDA (power/dependence
analysis) is suggested as a means of identifying and mapping out the dependence

inherent in a managerial job and the way the incumbent generates and uses
power to cope with that dependence. It permits identification of what job

dependencies should be and what kind of pbwer-oriented behavior is needed -
from the point of view of organizational effectiveness. Salancik and
Pfeffer (1977) distinguish between different kinds of power behavior and

theorize that traditional political power, far from being a "dirty business"

is, in its most basic form, one of the few mechanisms available for aligning

an organization with its own centralized reality. Institutionalized forms

of power--authority, legitimization, centralized control, regulations--tend %

instead to buffer the organization from reality and obscure the demands
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of the environment. Political p.oces-ses, rather than being mechanisms
for unfair and unjust allocations and ippointments, tend toward the
realistic resolution of conflicts among interests. And power, while •,, 4'

it eludes definition, can be recognized by its consequences--the ability
of those who possess it to bring about the outcomes they desire.

This model of power is an elaboration of what has been called
strategic-contingency theory, a view that sees power as something that
accrues to organizational subunits,(i.e., managers, individuals, and
departments) to cope with critical organizational problems. Power is
used by subunits to enhance their own survival through control of scarce
critical resources. Because of the processes by which power develops and

is used, organizations become both more aligned and more misaligned with
their environment. From the management authority perspective this con-
tradiction calls for an effective analysis on the part of organizational
systems managers relative to maintaining a critical balance between
alignment and misalignment.

Grimes (1978), on the other hand, viewed the concept of power in •
relation to authority and leadership in an organization. According to
Grimes, power is conceptualized as influence and social control, the
former reducing and latter reinforcing authority. Authority and power
are viewed in this framework as end points on a single continuum. '4-

From a management perspective, what legitimizes authority is the promotion

or pursuit of collective goals associated with group consensus. The polar .4 4..

opposite, power, is pursuit of individual or particularistic goals
associated with group compliance. In terms of influence and social control,
the two concepts are the inverse of each other: authorities are the
initiators of social control and the recipients of influence; partisans,
the initiators of influence and the target of social control. This

conceptualization of power would suggest a management role which uses
"authority" In the case where subordinate compliance leads to collective
achievement of system objectives, on the one hand, and the use of "power"
for the achievement of individual manager goals, on the other hand.

Dependency in an organizational system is the obverse of power..'

According to Emerson (1962), power is operationally defined as a propor- .,.
tionate function of (a) the capability of an individual (manager) or unit
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to meet the requirements or needs of other individuals and/or units and

(b) the relative effectiveness of maintaining this ability in competition

with other powqer seeking units. Hickson et al. (1971) suggested

that dependency is related to three .-onditions: (1) the amount of "coping -
with ioncertainty" that a unit (division) or group does for other units or ".-
groups within the organization; (2) the degree cf substitutability of the

S coping mechanisms which really means "how maniy alternatives are available?";

and (3) the unit's location relative to "centrality" or its interconnections •\ '.

with other groups in the system. From a management authority perspective

this theorizing seems to focus on the importance of recognizing one's

visibility and position dependency relative to other units within the

*.,•., organization,

Hrebiniak (1978) presented'a model of power which views the concept in

"the context of the organization. Although this model approaches the concept

of power from an organizational systems perspective, it also summarizes
the individual dimensions of power reldtive to management authority and -

compliance characteristics. Figure 9 depicts this model of power. L{ -
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Power of Organization

Orjanlzati-nal-Envlronment5 \
Dlation igp _Politicalonomi_ whch Oranizational Structure which Uneven Endowment and- Defining - Problems affect and Process Ih.ad to- Cont(el of Resourcesnd

- Contingencies - Locus or reaction Dirrerencus in Internal
- Dependencies Adaptation to problems Dependencies

- Decision making - Coping with uncertainty
- Replaceability
- Cantraity'

Domain/ask- Potential power
EnvironmentI

Internal Affecting
.Sanotion -. 4

Intraorganilation0l Power
Recreate Policy Enabling the Individual - Domain
Redefine Contingencies or unit to - Scope
Reenact Environmeut - Mvans
Affect Value Premises
Affect Distribution WWIqh may lead to
of Resources

Conflict
- Adjustment
- Compliance
- Manipulation

FIGURE 9. MODEL OF POWER

(from Hrebiniak, 1978)

In terms of the management authority factors, this model suggests that
individual power--t.e., management power to influence and obtain compliance--
is a function of a number of interrelated organizational systems variables.
These components include environmental influences, the domain staked out
by the organization for its product, the task environment which is related

to goal setting and attainment and political/econuAc problems. These
components feed into organizational structure and, in turn, determine the
differential control of resources and dependencies leading, finally, to

4'Xthe individual power brokers (managers) and their activities associated with
using power to make the organization work effectively. Hrebiniak (1978)
concluded that:
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"The effects of pow.er are widespread.
Individuals or units with power are in

4' a position to affect organizationil
strategy, influence future action, and
even redefine the task environment...
Power provides an opportunity to
create, change, or otherwise affect
organizational policy and goals. The
greater the power, the greater the
ability to do so.

.In accordance with the Hrebinlak model. power is a relational component ,.

in both the management authority factor and the organizational coordination
and control factor. From the management perspective, power reflects an
interactive relationship in which a manager, for example, has the ability

1 to guide the behavior and attitudes of the subordinate. This view
defines power as influence and authority as a formalized, legitimate form
of power. Hence, the management authority/compliance dimension. Though

power is more appropriately a structural phenomenon, the Individual (in
the case of this discussion, the manager) plays an important role in defining
and using power to make an organization work effectively.

Role

T.101 The general literature on role is extensive; but, relative to the
concept of management authority and/or management behavior, there seems
to be very little theorizing, By definition (in relation to the management
authority factor) a role is a set of expectations subordinates have re-
garding the behavior of a person in a management position (Jacobson,
Charters, and Lieberman, 1951). Hersey and Blanchard (1970) suggested
a reevaluation of the role of management, given the cultural changes now

- affecting organizational structure. The view of a manager's role as one
of planning, organizing, motivating and controlling was and may still be, "'

appropriate at the organizational levels comprised of unskilled/uneducated

workers. However, with the increase in educated, highly skilled workers,
this role has become too restrictive. The "Linking Pin" concept developed
by Likert may be an alternative model of managerial behavior. Freed from
the demands of constant control and supervision, the manager should now
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turn his attention from his role as supervisor to that of subordinate

at the next higher level of organizational hierarchy. Increased aware-
ness of the cultural changes by management could make organizational
structures and management behavior more relevant to workers, thereby

maximizing their productivity.
Despite this theoretical "Linking Pin" conceptualization, the

manager is faced with a number of different perceived roles on the part
of subordinates. There are several ways that a manager can respond to
often times conflicting perceived role expectations. According to Tuby ,

(1952): (1) The manager can place his responses in a hierarchy of role
obligation where those role expectations from the level of superiors
become more important than expectations from subordinates, (2) The
manager may use screening devices, which mean that when unpleasant

management actions are done relative to subordinates, the boss can blame
the new rule on upper management. (3) The manager can use rituals such

as forms of politeness or hierarchical status to reduce role expectations
from subordinates. This makes it more difficult for the subordinate
to expect anything from the manager on the basis of friendship, (4) The
manager may put things off relative to subordinate role expectations to
allow the need for action to dissipate as a function of time, (5) The
manager may lead a double life in which different roles can be played with,
different subordinate groups where these groups have little contact
with each other, There may be other ways in which the manaqer can

respond to expected role behavior, but these few seem to highlight the
nproblems often associated with role expectations, role conflict, and

role ambiguity.
.. Changes in organizational structure within a system have been found

to create necessary changes in managerial role behaviors. Lawrence (1958)

studied the changes which occurred in management role behavior in a
supermarket organization as a function of moving from a centralized to a

decentralized mode of operation.* The results of this change, according
to Lawrence, called for a "formal role" definition for managers at various

levels within the organization. The formal rule, then, includes specific

* See Chapter 5 for a more thorough review of literature reflecting
structural issues such as centralization vs. decentralization.
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"descriptions of duties, descriptions of actions, interactions, and

attitudes or sentiments required of the formal role. Because of changes ..

in structure, then, roles become more formalized and operationally
defined in terms of activities, interactions, and personal attitudes

or sentiments (Lawrence, 1958). •"',.

Conflict ,

An outcome of role ambiguity and role responses such as those out-

lined above often includes conflict and the requirement for conflict

resolution.

Pondy (1967) has provided a discussion of several of the most widely

accepted concepts and models of organizational conflict. It has been

argued that conflict within an organization can be conceptualized best

as a dynamic process underlying a wide variety of organizational behaviors. -,.
S~~~According to Pondy, the term "conflict" refers neither to its antecedent .. •

conditions, nor individual awareness of it, nor certain affective states,

nor its over manifestations, nor its residues of feelings or structure,
but to all of these taken together as a history of a conflict episode. .,

An organization's success hinges to a great extent on its ability to set

up and operate appropriate mechanisms for dealing with a variety of

conflict episodes.',

Conflict has many sources, possible modes of regulation, and effects V,.\)
on the organization. Thus, to be useful in the analysis of real situations,.

Pondy argued, a general theoretical framework for the study of organizational

conflict must at least fit several broad classes of conflict, some or ,%.
all of which may occur within the same organization. This suggests that

di-Fferent ways of abstracting or conceptualizing a given organization is
required depending on the phenomena to be studied. Three models of the

organization are described which serve as the basis for a general theory

of conflict. They are: (1) a bargaining model, which deals with interest

groups in competition for resources; (2) a bureaucratic model, which deals

with authority relations and the need to control; and (3) a systems model,

which deals with functional relations and the need to cooperate.

Thomas (1976) observed that a balanced view of conflict is emerging

in the literature which recognizes that conflict can have constructive
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b.4

or destructive effects, depending on its management. To aid in conflict
management, Thomas presented two general models of conflict synthesized from
the literature--a process model and a structural model. The process model W.

focuses on the sequence of events within a conflict episode and is
intended to be of use when intervening directly into the stream of events
of an ongoing episode. The structural model focuses upon the conditions

which shape conflict behavior in a relationship and is intended to

help in restructuring a situation to facilitate various behavior patterns.
Bonoma (1976) placed the concept of conflict into a "power systems"

framework because the variables of power, conflict, cooperation and trust
have traditionally been explored in a context-irrelevant fashion as
general theoretical explanations for many social phenomena at the
levels of organisms, groups, organizations, societies, and even supra-
national systems. Bonoma questioned the assumed high cross-system
applicability of these concepts by'outlining three different prototypical

power systems which seem to find frequent expression in everyday life':

(1) the unilateral power system, in which a strong source imposes influence
on a weak target; (2) the mixed power system, in which partially equivalent
interactants bargain to agreement or deadlock; and (3) the bilateral

power system, in which interactants are in unit relation and formulate
joining policy programs. Power, conflict, cooperation and trust are all

found to require substantially different definition and treatment when
considered in one as opposed to another of these prototypical systems.

Bonoma therefore recommended a context sensitive approach to conflict
research in which concepts are articulated with specific regard for the
interactional system in which they will be applied.

A majority of the theoretical literature seems to focus on identifying
models which tie the concepts of power, influence and authority together

as they relate to management behavior. The models presented -in this
review seem to suggest that the management authority/compliance factor is

,L, *,.J operationalized in terms of the concept of using power in an organization

to make the system work effectively. Power is a function of the ability
to create a need for this kind of managerial behavior and the ability to
maintain this need for power behavior in your unit as opposed to other
power seeking units. Power is manifested by managerial authority and
influence. Power begets conflict, which calls for a variety of prescribed
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management role responses to the expectations of subordinates in the

system.

Systems Concepts and Management Authority

An organizational system could be defined as an orderly grouping of
separate but interdependent components for the purpose of attaining some

predetermined objective. Three Important -aspects of'systems are implied,

here which seem to have a direct bearing on the management authority

dimension:
* The arrangement of components must be

orderly and hierarchical, no matter
how complex it is.

e Since the components of the system
are interdependent, there must be,'.
communication between them.

e Since a system is oriented toward an
objective, any interaction among the .RP
components must be designed to .4

achieve that objective.

The management authority factor identified a hierarchical component
which was indirectly associated with power, authority,, and influence, all

of which require Interaction or communication among components. A basic
component in systems thinking is that of hierarchical relations between

systems. From a managerial perspective this suggests an understanding

which develops within individuals who play the management role that the
organizational system is comprised of other individual subsystems ordered

along some scaler chain with some superior and some subordinate persons
relative to that individual manager. Further, systems managers are

cognizant of the workings of power, influence, and authority in the

systems as these dimensions affect both management and labor.

If we view organizations as behavioral systems then we are forced
"to view the management authority/compliance factor as an interdependent

part of a larger concept called organization. The theory and research

has shown some interdependence and/or interaction among variables. As

one moves from primary structural variables such as those depicted in

the organizational coordination and control factor (ie., to the structural
components such as size, degree of centralization/decentralization, and
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independence/interdependence), a genesral systems perspective would

suggest that forces are created which call for the individual management

authority/compliance dimensions to offset uncontrolled growth, dispersion

of organizational components and resources, and total independence or .. *

autonomy of organizational subsystems. Hence, the requirement for the

use of management power, authority, and influence; or, tna sense, the

utilization of negative entropy to control and manage the growth of
systems. From a general systems perspective, then, lack of management
authority and compliance is tantamount to the random dispersion of system

elements characterized by the systems concept of entropy; i.e., open

systems, if left unchecked, will naturally move to random distribution of
their parts. If these management authority components are poorly designed,

(i.e., leadership, power, authority, and influence are ineffectively used
by ill-prepared management personnel), or when conflict among organizational

subsystems is not creatively resolved, then the primary structural

elements of the organization will be allowed to continue uncontrolled

to the behavioral detriment of those associated with that system.

B. RESEARCH

The research related to the management authority factor and its

specific components includes a variety of laboratory and applied field
studies. The field research has been conducted in both industrial and

military organizations. This section will selectively focus on studies
which deal with the concepts of hierarchy, power, authority, influence,
role, and conflict.

Hierarchy

Ouchi (1978) addressed the problem of control loss found in hit.,-
archies. The underlying contention was that all forms of control may not

be equally susceptible to hierarchical loss. Since organizations achieve
five and more levels of hierarchy, Ouchi suggested that there must be some
forms of control which can operate through multiple levels. The hypothesis

tested in this study was that control based on outputs is relatively less
susceptible to hierarchical attenuation than is control based on behavior. •.'
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Data were gathered on 215 departments (aggregated from 2,363

questionnaires) of retail department stores in the Midwest. The

principal measures were of behavior control given, behavior control

received, output control given, and output control received. Four
separate questionnaires were used to measure each of these factors.
Zero-order correlation coefficients were computed among these variables

to test their relationship. The findings indicated that behavior control

and output control differ sharply in transmission. Behavior control

showed almost no interlevel consistency while output control was trans-

mitted through three levels of hierarchy with relatively .little loss.
Further analysis suggested that behavior control was determined by K '
local, particularistic conditions and therefore cannot be expected to A

show high interlevel consistency or transmission.

Jaog and Vroom (1977) investigated the relationship between the

hierarchical level of managerial personnel and individual differences

in their leadership styles, specifically the degree to which they are

disposed to use participative, as opposed to autocratic, decision making
strategies. Oata were collected from four consecutive levels in the
organization: technical professionals (N-134), supervisors with

managerial responsibility (NuI05), section heads (N172), and division

heads (N-43).
Analysis of self-report data collected from these managers suggested '..

a greater propensity for use of participative methods at higher organizational
levels. Subordinate descriptions of their immediate superiors further

supported this relationship. However, members asked to describe this
relationship revealed perceptions incongruent with the direction of effect

implied by the between-level group differences.

Reirmann (1974) studied the concept of. hierarchical control as one
measure of structure. The relationship between the underlying dimensions

of structure and organizational performance were examined. Two questions

in particular were explored: (1) What differences, if any, exist between
the structural dimensions of relatively high and low performing organiza- "

tions? and (2) If different from those of low performing organizations, ,
what. are the dimensions associated with the relatively high performing
organizations?
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The sample for this study consisted of 29 industrial organizations

manufacturing a wide variety of products. Data were gathered from personal

interviews with from four to ten top executives in each firm and by

consulting relevant corporate documents. Two measures of effectiveness

were used: subjective (financial and non-financial) and objective

(executive turnover). Eleven measures of structure were used- functional

specialization, formalization, lack of autonomy, delegation, centralization,

functional dispersion, hierarchical control, functional specificity,

staff density, administrative density, and vertical span. Cluster "

analysis of the correlations among the eleven measures of structure

isolated three relatively independent dimensions--(a) decentralization,

(b) specialization, and (c) formal ization--among the ten high performing

firms but failed to produce any such independent measures among the low

performing firms. While the relativelyhigh effective organizations can

be described by a multidimensional framework along the lines of that
proposed by the Aston group, the relatively low performing organizations

tend to conform more closely to the Weberian, unidimensional conception.

The findings also indicated that the organizational patterns of high

performing firms were of independently varying degrees of decentralization.,

specialization and formalization. These independent dimensions may be

considered as forming a three-dimensional structure space. Reimann con-

cluded that one of the reasons for the differences in conclusions drawn

by various researchers regarding the dimensionality of the organizational

structure space may be their failure to analyze the relationship between .
an organization's structural arrangements and its performance. As
indicated by the results, hierarchical control did not cluster.

Davis (1953) found that a person's position in the hierarchy of an

organizational system was related to communication and 'Interaction

activities In the organization. Management and/or executive level personnel

(i.e.,people higher in the scaler chain)tended to communicate more or

spend more time in communication transactions than personnel at the ,

foreman level. The study also found that personnel higher 'in the hierarchy

had more information than those at lower levels in the organizational

hierarchy.

158

Zl*h ZI



There are other effects associated with hierarchy which have relevance

to the management authority dimension. Lawler, Porter, and Tannenbaum
(1968) found that managers tend to have more favorable evaluations of

contacts with superiors than with subordinates. This might be expected
because of higher status accorded superiors; however, Lawler et al. con-

cluded it may also be because the managers have fewer contacts with su-

periors, and it is therefore regarded as an "unusual" event. Additionally,

Hurwitz, Zander, and Hymovitch (1968) suggested that this phenomenon may

happen because the superior has reward power over the subordinate, thereby

making any interactions a more important event for the subordinate. Hare

(1953) found that superiors tend to underevaluate communications exchanges

with their subordinates and therefore miss the significance of an exchange

until it is too late. From a managerial perspective, an awareness of

hierarchical levels becomes important relative to interactions at the

superior-to-subordinate and subordinate-to-superior levels.

Power

The study of power relative to the management authority/compliance

dimension has advanced a great deal. However, much of the research in this

area has been more theoretically than empirically based. Much of

the research has treated power as an independent or causal factor. It is

assumed that people with bases of power, because of their expertise of

position, influence others and affect decision making processes in an

organizational system (French and Raven, 1959).

Pruden and Reese (1972) examined the relationships between external

and internal power of boundary personnel relative to effective performance.

Pruden and Reese studied a sample of 91 outside salesmen selling a line of

building materials to a variety of customer types. The results indicated

that performance was related to the salesman's "identification" with the

customer, i.e., a perceived similarity between the customer and the

salesman. Pruden and Reese argued that the effective performers are those

who have power in a number of areas including having greater authority over

Inside salesmen and having procedures to protect their familiarity with

customers. The successful salesman has the power to control such things ,

as delivery time, price, and credit.
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Power has also been found to have a relationship to settling conflict

when that power is exercised by a chief executive. Stagner (1970) found

the power of a chief executive to be one cf the strongest and widely

acknowledged variables relative to resolving conflicts. Executives,

when a conflict reached certain proportions, would bring the -Issue to N

theIr boss (the chief executive) for resolution.

Dieterly and Schneider (1974) examined the effect of organizational. Me

environment on perceptions of power and organizational climate. Subject

perceptions of their own power and organizationial climate were investigated

as a function of three characteris'%ics of the organization work environment.

The dimensions of power used as dependent variables in this study were:

referent power, expert power, legitimate power, coercive power, and
reward power. The four aspects of climate used as dependent variables
included: individual autonomy, position structure, reward orientation,

and consideration and support. The independent variable, work environment,

A, was divided into three aspects: level of formal position, degree of

participation in decision making, and philosophy of the organization

toward customers. The 2 x 2 x 3 (level of participation, stockholder or

customer orientation, and position level, respectively) design (N-20) was

carried out in a laboratory setting.
The results indicate that climate and power perceptions were not

strongly related to each other. Level of participation appeared to be i...

the main contributor to self-perceived power both as a main effect and

in interaction with stockholder/customer orientation and position level.

Stockholder/customer orientation was the main contributor to climate
perceptions, generally in interaction with one of the other environmental •

variables but also as a main effect. Participative decision making results

in decreased self-perceived power for occupants of higher positions. A ...

customer orientation combined with participative decision making leads to ,.,

positive climate perceptions.

Cowsert (1974) conducted a study of organizational environment '

relative to preferences for leadership and power in the officer corps.

This study analyzed the relationship between the endorsement of values

judged to characterize the Army organizational environment and the
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preferences expressed for leadership and power options by officers in .,

supervisory settings. The subjects were 99 active Amy majors and lieu-

tenant colonels in a resident Command General Staff College class at
.44..-,

Fort Leavenworth. Operational definitions limited leadarship to actions
designed to gain the willing cooperation of one's subordinates, and power,

conversely, to actions that can force the subordinates' compliance in

spite of their opposition. The organizational environment was defined

in terms of structure, authority, regulations, and leadership training

and shown to be typical of closed organizational systems.
A questionnaire was developed that assessed one's preference for

leadership or power on one part, and one's endorsement of organizational

values on another. The hypothesized negative relationship between .

preferences for leadership and endorsement of these organizational values
was shown to exist. The main conclusions were that few officers realize

the military environment may be inhibiting their use of leadership, that
the environment does not reward leadership as defined herein and there-

fore does not encourage its development outside the classroom, and
that leadership doctrine is in conflict with the environment,

Nealey (1976) conducted a longitudinal study of leader power in the

military. Research activities for this study occurred over a four-year
period. The study included two phases. During Phase I, interpersonal

influence questionnaires were administered to three samples of enlisted

men (No1S96) at three stages of their military careers--new recruits,
basic trainees, and enlisted men with two years of duty. The questionnaire

probed leadership power and leadership climate dimensions.

Phase II of the study involved the development and administration of

an indirect measure of leadership power attitudes based on critical

incidents in Navy leadership. One hundred and ten officers and 110
enlisted men served as subjects.

The major conclusions from the total study were that enlisted men.

report heavy reliance by military superiors on leadership power based on

knowledge, experience and mutual respect. The discrepancy between

leadership attitudes and actual leadership behavior remains unanswered.
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AuthorityNE One of the variables directly related to the concept of power is

authority. From a managerial authority perspective Hellriegel and Slocuim
(1974) in a descv'iptive study observed four kinds of authority relation-

ships ranging from advisory to command authority. They identified these
authority relationships as:

6, "Staff Advice," where managers may seek

assistance, for example from personnelin recruiting;

2. "Compulsory Advice," in which
the managers seek advice from, for
example, personnel, but they need
not follow such advice;

3. "Concurring Authority," which requires agreement
from both the line manager and a staff
person that a certain action must be taken;

4. "Limited Company Authority," which entails
* line authority and is a form of absolute

authority in a designated area.

I% Bass et al. (1975) examined authority in the context of "management

styles" associated with organizational, task, personal, and interpersonal

contingencies. Prior studies with subordinates and managers from public

and private agencies resulted in the development of a 31-scale Profile
questionnaire conceptualized in a systems framework of input, transform,
and output variables. In this study, the Profile was completed by 78

managers and 407 of their subordinates. Convergent and concurrent validity

studies generally supported the validity of the scales.

Five management style measures were found to be conceptually, but

not empirically, independent. The five management styles,.-direction,
negotiation, consultation, participation, and delegation--differentially

correlated with organizational, task, intrapersonal and interpersonal
variables as well as with measures of work-unit effectiveness and

satisfaction. Results of a stepwise regression analysis showed that

direction was most likely to appear with structure and clarity, negotiation

with short-term objectives and author~tarian subordinates, consultation
with long-term objectives and intragroup harmony, participation with

clarity and warmth, and delegation with warmth and lack of routine tasks.
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Influence

The process of influence in organizational systems has been the
subject of numerous theoretical discussions. However, the research
relative to influence has been centered in more specific areas such as
persuasion and attitude change. Much of the research on influence is
more directly associated with the domains of mass influence (one to
many) and social influc:nce. Very little research has focused on the
process of influence in organizational systems such as the more spe-
cifically defined military or industrial contexts.

Spekman (1979) investigated the boundary role person as an influence
agent and investigated an aspect of his potential ability to influence
the decision outcomes of the organizational members. The sample
consisted of 20 firms from the greater Chicago area. The focus of the
research was on the purchasing agent and his Interaction with members of 1

the buying task group (BTG) (i.e., those constitue'ts responsible for 1.
purchasing related decisions). Through questionnaires distributed to the
purchasing agents in these firms, two issues were explored: (1) whether
the degree of power attributed to the purchasing agent by other BTG 46

members Is associated with their ievel of perceived environmental
uncertainty; and (2) the nature o1 the individual power-related behaviors
of boundary role persons (BRPs).

The results of the study indicate that ar the boundary role per-
son's information requirements increase under conditions of higher

perceived environmental uncertainty, the constituent members attribute
to the BRP greater power in the decision making process. The results * 4.'..

further suggest that, in light of the BIP's position in the transfer
of information across the organization's boundary, the reliance on expert
power appears to be the most effective basis of social power for dealing

'A with other organizational members. Though these findings are expressed

more in terms of power, the process of influence is also considered from

Sthe perspective of an individual's behavior.
Tannenbaum (1968) and associates provide research which extends our

understanding of influence processes in organizations. Their research
"identified a relationship between influence processes and an organization's
effectiveness. Tannenbium illustrated influence processes by means of a
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graph as depicted in F'gure 10. This illustration summarizes the concepts

of hierarchy, authority, power, and Influence with the horizontal axis
reflecting an organization's authority hierarchy including a president or

top manager at one end and rank-and-file members at the other end. The .

vertical axis lenotes the amount of actual effective influence occurring

at various levels in the hierarchy of the organizatioh.
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Rol e

The research related to role and role theory focuses on two major
areas: role conflict and role ambiguity. Schuler, Aldag, and Brief

S(1977) studied the psychometric properties of the role conflict and am-
bigulty scales, including the factor structure, coefficients of con-
gruency, internal reliabilities, test-retest reliabilities, absolute M
levels of conflict and ambiguity, and correlations with additional
attitudinal and behavioral variables.

The analysis was conducted across six samples. Data were collected
from 1,573 employees from four different organizations. For each sample, "'Uzero-order correlations between role indices and all other variables
were computed. An inter-item correlation matrix was calculated for the
six role ambiguity and eight role conflict items. Two factor varimax
rotations were obtained for each sample, and factor congruency values
were calculated. In addition, internal reliability estimates were
computed for each role scale, and test-retest reliabilities were computed
for role conflict and ambiguity with the matched respondents in two of
the samples. The results suggest that continued use of role conflict
and role ambiguity scales appears to be warranted.

Keller (1975) examined the relationship between role conflict,
Sambiguity, and job satisfaction. Specifically, this research was con-

ducted to test some hypotheses generated from the Kahn, et al. theory of
role dynamics and to extend and refine the relationships between role
conflict, ambiguity, and job satisfaction by using a multi-dimensional
conception of job satisfaction. The basic hypotheses stated that role
conflict and ambiguity will be negatively related to dimensions of job
satisfaction, while personality-related values will be positively related
to role conflict and ambiguity as well as to the dimensions of Job
satisfaction.

Data were gathered from questionnaires distributed to 51 professional
employees of an applied science department in a large government research
and development organization. A correlational analysis was conducted between

the role conflict and ambiguity scales and the five dimensions of Job
satisfaction. The results of this study tend to partially support the Kahn,
et al. theory of role dynamics. The data indicated that role ambiguity was

0- 1.65-.
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related to intrinsic sources of job satisfaction, while role conflict

was related to extrinsic satisfaction sources. However, the. second

hypothesis was not supported by this study; values were found to be L,,,.
generally unrelated to role conflict and ambiguity and job satisfacticn.

House and Rizzo (1972) examined role conflict and

ambiguity as intervening variables in the development and testing

of a model of organizatiotal behavior. The dependent variables I
consisted of measures of perceived organizational effectiveness,
employee satisfaction, anxiety, and propensity to leave the organization. ,

Questionnaires were completed by 9 vice-presidents and 56 quasi-
professional and managerial employees selected by the vice-presidents.
This measurement gave a characterization of the firm in theoretical

terms. Inferences from this characterization were used to construct a model

of behavior of the members of the organization. Using this model as a ,
guide, four specific hypotheses were stated: (1) Supportive team-

oriented employee-centered supervision and supportive employee-centered

organizational practices will be correlated positively with employee

satisfaction and negatively with perceptions of organizational problems,
anxiety, and propensity to leave. (2) Formal organization practices and

task oriented leadership will be negatively correlated with role conflict

and role ambiguity. (3) Role conflict and ambiguity will in turn be ," , •

correlated negatively with perceptions of organizational effectiveness

and satisfaction and positively correlated to anxiety and member propensity V

to leave. (4) The independent variance in the role dimensions will account mm
for a significant amount of the correlations between formalization
practices and the dependent variables.

The first three hypotheses were tested using Pearson product-moment

correlations, the fourth by comparing the zero-order correlations with

their own partial correlations holding each of the role dimensions constant.
Findings showed that predictors tended to relate in expected directions ,.
to role measures and dependent variables. Role measure hypotheses were

generally supported, and role ambiguity was a better predictor and inter-

vening variable than role conflict.
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Much of the research in role theory seems to lead in the direction
of resolution of role conflict. Bernardin and Alvares (1975) examined
conflict resolution strategies as they are related to hierarchy.
Specifically, they examined perceptions of forcing, compromise, and
confrontation on behavioral strategies of the first-line supervisor
in role conflict situations. It is predicted that perceptions of these
behaviors will differ as a function of organizational level. This
difference could be used to explain the discrepant ratings of first-
line supervisory effectiveness from levels above and below him.

One hundred and twenty-nine employees of a large manufacturing
company participated in the study. Each subject was given a folder
containing four descriptions of conflict situations, each followed by
a description of three behavioral strategies for dealing with the conflict.
Participants were asked to rate each description on a seven-point
scale from extremely ineffective to extremely effective in terms of that
particular conflict. Correlational analyses were used to compare the
individuals' ratings. The results of this study indicate that perceptions
of role conflict resolution strategies are a function of organizational
level and conflict type. These findings point out the need to investigate
the relationship between important behaviors elicited by a leader and
perceptions of those behaviors from positions above and below him. ,..
Bernardin and Alvares concluded that rather than studying hypothetical
constructs (e.g., consideration and structure) to explain leader
behavior, consideration of behaviors in situations characteristic of the
samples involved will result in more useful and generalizable information.

From a managerial perspective Pfeffer and Salancik (1975) explored
supervisory behavior along the dimensions commonly used in studies of
leadership behavior, but with emphasis on the extent to which that behavior
is determined by constraints deriving from the supervisor's set of organi-

zational and social interactions. It was argued that the supervisory
behavior was constrained by the demands of others in his role set.

Pfeffer and Salancik found that the expectations of a supervisor's
superior and those of his subordinates and peers accounted for a significant
portion of the observed variation in behaviors across 53 supervisors in the
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housing division of a large state university. Further, the extent to
which supervisors conformed to their superiors' expectations was related
to the number of persons and the proportion of the time spent supervising,

the demands to produce, the supervisor's sex, and the proportion of the
decisions made by superiors. Multivariate analysis indicated that the

expectations of subordinates were more important in influencing social
behaviors, while the expectations of the superiors were more important

in determining work-related behaviors.

.,•I~:, .Conflict

One of the outcomes of managerial actions and one of the components
of the management auithority/compliance factor is conflict. Most of the
research related to conflict reflects concerns for the identification of

I. conflict resolution strategies, i.e., methods for managers to cope with
internal conflict so that the organization can operate more efficiently

and effectively. The research recognizes (1) the vwlue of having some

conflict within an organization and (2) the need for managerial behaviors

which lead to resolving conflict before it leads to the abandonment of

organizational system objectives and/or goals.
Stern and Sternthal (1175) developed a laboratory paradigm for

examining interorganizational conflict and its management. Sixty-two

triads (drawn randomly from 292 business administration students) 0.'

participated in two experimental groups. One group acted as manufacturer

and the other as wholesaler, their goal being agreement on the price and

quantity of microscalpels. Conflict was induced by presenting a
profit-loss matrix, a bogus distribution of past groups' earnings, and
contrived information on complementary skills of group members. Semantic
differential responses differed significantly for conflict managenent

(superordinate goal, exchange of persons) and no-conflict management

groups, indicating lessening conflict in the former groups. There were
no specific differences on in-group/out-group items. Expressive-Malin-

tegrative Behavior Indexes, derived from Bale's Interaction Process
Analysis, provided further support for the exchange-of-persons strategy.
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Three conclusions were drawn. First, these analyses confirm the

previous findings regarding parasimulation as a successful paradigm for

generating an interorganizational conflict situation in a controlled

setting. Second, the findings for the exchange of persons program were

consistent with previous research. In situations in which goal com-

patability is possible, an exchange or role reversal strategy enables

understanding of a counterpart's position, the finding of common ground,

and ultimately the reduction of conflict. Finally, the evidence re- ;,

garding the efficacy of a superordinate goal as a means of conflict

management was not compelling. Several modifications in the existing

paradigm were suggested to aid future research.

Renwick (1975) investigated interpersonal conflict occurring on the

job. The purpose of this study was two-fold: (1) to examine the frequency

with which specific topics are perceived as issues of conflict as well

as the frequency with which various sources are viewed as the determinants

of superior-subordinate conflict; and (2) to investigate the effects of i"

status differences on the management of conflict and attitudes toward

disagreement from the perspective of both supervisor and subordinate and

within the context of organizational climate.

Members of 36 superior-subordinate dyads representing 10 organizational

subunits completed the Employee Conflict Inventory (ECI). An independent

sample of 169 employees from the same subunits completed the Profile of

Organizational Characteristics used to measure organizational climate. o_"l

Spearman rank order correlation coefficients were computed for each

dyad in a comparison of topics and sources of conflict. A 2 (status) x

5 (method) analysis of variance with method of conflict resolution

repeated over subjects was used to investigate the effects of status

differences on the management of conflict. The dependent variable was

the likelihood that each of the five methods of conflict resolution would

be used. Results indicated that dyad members held similar perceptions

* concerning the topics and sources of superior-subordinate conflict:

technical and administrative issues were the most frequent topics, and

differences in perception and knowledge were the primary reasons. Although

perceptions of the other party's management of conflict were similar to *.

the respondent's description of self, they differed significantly from the
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other's own self description. Conflict management was related to status

differences as well as to attitudes toward conflict and corresponded to
response styles predicted to emerge in consultative organizational

climates.
Howat and London (1980) investigated attributions of conflict

resolution strategies in supervisor-subordinate strategies. Specifically,
this study examined the extent to which measures of conflict management
and interpersonal relations were attributed to Individuals who perceive

conflict. Data were collected from one supervisor and one subordinate
in 113 park and recreation agencies. Correlations between supervisor's
ratings on one variable and subordinates' ratings on another were
calculated. Regression analyses were also conducted, treating the ratings

of conflict frequency as the independent variable and attributions of

conflict management and interpersonal relations as the dependent variable. I "4..

The results supported the hypothesis that perceived conflict "r

frequency is associated with attributions of conflict. Supervisors

and subordinates who perceived higher conflict frequency tended to be
seen by each other as using force, a strategy indicative of conflict

intention. Supervisors who perceived higher conflict frequency were

viewed by their subordinates as likely to withdraw from conflict, whereas

subordinates who perceived higher conflict frequency were viewed by their
supervisors as likely to avoid confrontation and compromise. Perceptions
of conflict frequency were negatively correlated with ratings of the ,

favorability of interpersonal relations.
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5. FACTOR V: ORGANIZATIONAL COORDINATION

AND CONTROL

Factor V, Organizational Coordination and Control, reflects both .

characteristics of organizations associated with structure and concerns

leading to the coordination and control of the organizational systems,

subsystems, and subsidiaries. The coordination of organizational activities

is a function that must be performed continually. Coordination is defined

as the process of achieving unity of effort among various subsystems in

the accomplishment of goals. Organizations typically establish several

different mechanisms for coordination. These mechanisms will be discussed K'

in this chapter.
From an organizational perspective, the system (organization) consists

of a number of subsystems, an important one of which involves control.

This is the major focus of this chapter. Some degree of control is

assumed to be necessary in order to facilitate the flow of organizational

inputs, transformation, and outputs.

Coordination and control activities are necessary in every organization.

They are utilized in conjunction with planning, coordinating, and

motivating activities to form the foundation of the managerial process.

The success of coordination and control activities is influenced by a

number of variables such as independence, size, centralization, and
authority. The concept of independence is defined as a condition of

unrelatedness among a set of parts or elements of an organization and is

synonymous with autonomy. Size relates to measurements, extents, or

ranges of elements or activities within an organization. Centralization

pertains to the dominance of an element (i.e. leading part), as well as to the

concentration of authority and resources in the operation of a system.

Diffusion of authority and resources to a system's elements, however, is

referred to as decentralization. This concept is also regarded as thrp

absence of a dominant element or leading part of an organization. Inter-

dependence refers to a condition in which parts of a system are related to

"M other parts such that a change in one affects all others, resulting in change
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of the total system. Authority within a system involves inter-party

exchange relationships in which legitimated power (i.e., that which

coincides with values of involved parties) is exerted....
A relationship is speculated to exist between this factor and

Factor IV, Management Authority/Compliance Characteristics. A distinc-
tion between these factors may be made in terms of level of control,

'that is, management authority. Factor IV may be described in terms of V 1%

the individual control dimension in organizations (i.e., manager influence

and control of subordinates)- while Organizational Coordination arid
Control, Factor V, can be construed as those structural/organizational

features related to coordination and control at the organizational

level.

A. THEORETICAL BACKGROUND

Various activities of subunits within organizations must be coordinated
and controlled. Some constraints must necessarily be accepted or the

alternative is likely to be anarchy. Coordination can be provided by
constraints that are external to members of the organization, as suggested

by the rational approach to management, whereby rules, plans and hierarchies of

authority are imposed on a system to focus its energies on topics con-

sidered vital by management. The alternative, the natural or open system,

suggests external constraints be minimized, therefore enhancing the system's
flexibility and adaptability. The open system advocates that goals and

means are most likely pursued when they are established internally through
a collaborative and participative process by those most affected.

Deciding whether internal or external control is more efficacious may
not be as 'troublesome as it may first appear. Frequently contradictory
schools of thought complement one another when studied at a level of

aggregation that permits their integration. A number of authors have

attempted to identify an integrative model in this area (Filley and House,

1969; Hellrlegel and Slocum, 1974; Kast and Rosenzweig, 1979). Their
work, however, resulted in modest findings.

.II4 '4.4'.
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The Process cf Control

The process of organizing denotes control. Various uses of control
are discussed in the literature on organizations 'includinq
(Hrebiniak, 1978):

e Insuring consistency of performance
e Protecting organizational assets
a Measuring, correcting, and rewritingperformance

a * Regulating quality of output
e Limiting discretion, and developing

clear task relationships.

Figure 11 suggests control be seen as a decision-making process, in which
the purposes of control are to:

(a) guarantee performance that meets
the needs of the organization-,

(b) maintain a system of evaluation that
fosters creativity and risk taking; and

(c) meet the needs of individuals.

The first purpose of control (item (a) above) is consistent with the :. *:

concept of preventive and connective control. The latter two, while at
first they may appear to be inconsistent to that purpose, are in fact
consistent with the notion of control as a decision making process. This
will become clearer as the discussion of control is developed in terms of
the context or situation in which control exists.

Al.
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Control context 10.-Goal Settillng Performance Data -- Evaluation , Corrective Action ,.A Decision Making

Organizational Enronment Actual Performance Factors Explaining -Additional Evaluation
Deviation

Orgiznation Goals &trStandards Comparison of Actual Significant Problem? Locus of Problem •Task D~ie errac

Interdependencies D P

Technology No Yes -a Decision Making

Dvon? - Feedback

% - Sanction

People - Change Plans

or Goals
No Yes I

Control Center Decision: _ t
The Planning/Goal-Setting Process Need to Embrace Error

t Evaluation & "
I Conflict? Discussion Co

,Conflict?

FIGURE 11. DECISION PROCESS OF CONTROL

(from Hrebiniak. 1978)
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Organization-Envi ronment Interface

Control is a process of decision making that is affected by many

factors. Some of these are shown in Figure 11 above, under the context

of control. At a macro-level, the relation between organization and

environment has implications for control. Control by external forces,
for example, is virtually nonexistent if the organization has power

or the environment is highly dependent on it. Where the environment has
power over the organization, however, there is a high likelihood of its

affecting organizational decisions, including those related to control. .

The effects of the relationship between organization and environ-

ment on control can be developed further. Hrebiniak (1979) suggested
that organizational structure, and process can be determined by:

(a) Imperatives or causal factors, such
as environmental uncertainty, and
technology;-

(b) Imperatives, plus the interpretation
and intervention of decision makers
(the human imperative); or

(c) Solely human interpreta'ttion and
decision.

The effects of environment on organizational control are obvious in the
case of (a) and (b). Where an environment is stable, for example,

structure is relatively simple. There is an emphasis on hierarchy,
consistency of performance, routine and predictable tasks, and rules4 *,,~ ,,m

for adaption. Decision making and goal setting are centralized.

James and Jones (1976) discussed relationships among organizational
structures. They mentioned, for example, that a central tenet of

open system theory states that the strur,)ure of an organization is based on
events and that these provide an avenue for studying the interrelation-
ships among dimensions of structure. James and Jones (1976) postulated

how, from the perspective of organizational development, events influence

structure. Organizations, thus, evolve from primitive systems where

individuals interact, because of common needs, through cooperative task

.,,."-"".. '-* e ' _ '.. "%a " - - W • ' i * -* , , 4 ~ V q #t , • • ., • , ' t .. '.•, ' ," ' 4 • .

"-1'M" .. ..I *5"" "4S" ? •' """" " ". . "" " " ' ' " " ""' ' " " "' " ', .... ,....'.-' . . . .. .. . . .•i.:., J



behavior (Katz and Kahn, 1966). This evolution continues to a third

or final stage where supportive structures for interaction are developed.

The organizational development perspective has received rational and

empirical support from Blau (1970) who proposed that increased size

generated greater structural differentiation. This led to increased

problems regarding coordination and control as a function of increased .4,

social fission and complexity. Similarly, Gouldner (1954) viewed increased

size and bureaucracy as leading to greater needs for control, resulting V.

in the implementation of general and impersonal rules or formalization.

Ghiselli and Siegel (1972) focused on fewer dimensions, with the assump-

tion that tall organizations maximize administrative centralization while

flat organizations minimize administrative centralization. Hage (1965) I ,

assumed that centralization was highly related to formalization. In

addition, specialization has been considered to increase as the

complexity (i.e., number of activities) within an organization increases. 7.

Increasing the number of events in the open system, therefore, leads to "',.'.

increased division of labor, task specialization, and often elaborated

line and staff hierarchies (James and Jones, 1976). It also has been

postulated that an organization with many specialists also tended to have

more standardized routines, more documentation, and a larger supportive

non-workflow hierarchy (Pugh et al., 1968). This was postulated because

specialists were presumed to be concerned with introducing procedures and

personnel to regulate the activities for which they were responsible.

Organizational Factors, People, and Control ".%-...

There are other variables that also affect the c•ntext of control.

Technology, for example, directly affects some of the characteristics of

the control process (Reeves and Woodward, 1970). Control may come from

a single source (i.e., unitary) or many sources (i.e., fragmented), and it
may vary on a continuum from personal to impersonal or mechanical as a

function of technology. Control for workers monitoring computers, for

example, is unitary and mechanical. Their work behavior is regulated by

mechanical forces. Technical criteria direct decisions regarding goals,

"efficiency, and performance effectiveness.

find Individuals in research and development organizations, however, may

,find control more fragmented. In this situation there is greater reliance

on the personal dimensions of control. Professional Judgements control ?

work behavior rather than impersonal dimensions of control, such as 4,

rules, etc.
176',.0.¢
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Hrebiniak (1974) and Perrow (1967) found that a useful way to con- V.. j

sider technology and control is in terms of routineness of problems -

"encountered. Where technology is based on mechanical processes, it

follows that:

(a) There are few exceptions or unpredictable *

(,. events facing the worker; and

(b) The problems that do emerge are
highly analyzable.

Hunt (1970) suggested that the control system, therefore, can be geared
to set methods of performance and efficiency rather than to problem
solving or experimentation.

Where there is little uniformity in the problems encountered, as

in the context of a psychiatric setting, a lack of predictability exists.
Control, therefore, is geared more to solving new, nonroutine problems
than to output and efficiency. The nonroutine system is characterized by

a greater likelihood of internal self-control as opposed to the external

control of the mechanical system (Hrebiniak, 1978).

Organizational level is another important factor. Institutional
level control systems are usually different from those at the technical

level. This may be cue, at least partially, to differences in technology -
and tasks. In addition, this may reflect different assumptions about

•] people of varying status, position, and organizational involvement.

Institutional-level managers very often have the benefit of direction and

ownership which leads to an assumption that they have more at stake and,

therefore, are more committed to the organization.
"A different assumption can be made about lower-level personnel who

are usually seen as requiring tight controls because their level of
commitment is too low. An assumption is further made that this lack of
involvement leads to minimum performance with an emphasis on ways to

"beat the system." These assumptions lead to control systems that are
based on distrust and demanding of close supervision.

"The type of dependence has implications for control (Thompson, 1967).

Pooled interdependence exists when organizational subunits make separate

contributions. These subunits are supported by the organization but
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never formally interact with one another. Units perform a variety of

functions necessary to the organization but never need to collaborate

*-- on these functions. Interdependence of this type is seen in the case of

branch or district sales offices.

Interdependence can be sequential. Under this type, one subunit cannot

act before another one does, which cannot act before a third one does,

- etc. Interaction does occur here, but it is asymmetrical (e.g., on an ,

assembly line).

Reciprocal interdependence occurs when interaction is symmetrical;

the outputs of one subunit are the inputs to another. Exchanges between

the subunits are normal. Large general hospitals are an example of this

type of interdependence.

Coordination and control reflect the different interdependencies

(Hrebiniak, 1978). Coordination by standardization, for example uoder

"pooled interdependence, involves control by rules or performance programs.

An example of this would be two branch offices that rarely interact over

task matters but are bound by the same operating procedures established

by a central office.

Sequ'ential interdependence (i.e., coordination by plan) involves

scheduling to control the flow of work through interdependent subunits.

2'• Mass production assembly is an example of this type. .5.,•

Coordination by mutual adjustment is the transmission of new information

during the process of action (Thompson, 1967). The interactions resulting

from interdependence, such as in a general hospital, suggest the importance.

of communication, and the adjustment of subunits to feedback from other

* I units and clients. ',5

Coordination and control by standardization, plan, and mutual adjustment

are expensive and problematic. At one extreme, control by rules requires

relatively few decisions and little communication subsequent to the initial

establishment of the control structure. Control by mutual adjustments, at

the other extreme, demands continuous interaction, communication, and decision

making regarding the importance of information. There is generally an

effort to minimize cost and problems of control within organizations. There-

fore, if rules will suffice for control, they will be used. Control
a,• ...
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processes which are more expensive will typically be avoided for the

sake of efficiency and rationality.
Shortsightedness about the real costs of coordination and control is •',.

a major pitfall. Standardization and rule use is the least costly app,'oach

in terms of time and money; however, the costs of its by-products mu~c

also be considered. Standardization presupposes the separation of planning

and doing, and rules imply routine and lack of autonomy. These obviously
will affect those being controlled. They may result in unintended, but
costly consequences such as aberration, tension, turnover, and a general

lack of involvement on the job (Argyris, 1973; Hrebinlak and Alutto, 1972).

This impersonal control shortsightedness Is not a new insight.
Weber (1947) was concerned about the costs and benefits of increased N..,,":

rationality and routine. Control is more complicated than many treat-

ments of it indicate.

Control can be regarded as a dynamic decision making process in

organizations. Several purposes can be attributed to control. These
include: a guarantee for performance, maintenance of a system of rewards ""

or reinforcements, and satisfaction qf individual and organizational needs.
The type of control system depends on the context of control, including

organizational as well as personnel factors. A major decision depending

on context relates to center of control, for example, external/
top-down as opposed to self-control. There are, of course, a variety

of costs or benefits related to the two types of control systems, as

previously dlscuý,sed.

Cen tral ization/Decentral zat ion

Assuming structural dimensions of an organization are influenced
by both environmental dimensions and contextuAl dimensions defined and

elaborated earlier, and assuming the structural dimensions of organi-
"zations are interrelated, a model of centralization's effects on other

structural dimensions of organizations may be constructed (Zey-Fenell,

1979): :.
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1. Contextual dimensions: with unstable
and nonuniform raw materials, and non-
routine technology, the organization I
decreases in centralization. As
organizational size increases, so
does complexity and decentralization.
In addition, the organization becomes

%) more dependent on complex external
environments as decentralization
increases.

2. Structural dimensions: as organizations
become more complex, their decision
making is decentralized down through
the organizational hierarchy. Increased
complexity and decentralization is often
accompanied by organizational procedures
becoming more formalized, and standardized,
with work roles, however, becoming less
formalized. Increased decentralization A.
and complexity often lead to increasedcommu ni cation.

Zey-Fenell (1979) claims it is safe to assume that the top management

of any organization is responsible for the effective and efficient

functioning of that organization. tWhen the size and complexity of the

organization icicrease, and the decision making responsibility is on top
executives, then top management usually delegates to lower levels those
decisions which are less important. ihis, then, represents the elements

of critical decision-making issues, and the capabilities of lower level

employees influencing the decentralization process. The more educated the

employees, the more pressure to delegate decisions downward. This
situation is particularly true when professionals are more knowledgeable

* than the executive in a certain area. Highly developed technologies

may increase this pressure. Pressures to decentralize, therefore, may

come with expanded size, and a concommitant increase in differentiation

and specialization. Large organizations tend to limit the decision making

capabilities of executives and distribute them downward and laterally.

The larger the organization, the larger numbers of hierarchical levels,

placing administrators in a position to delegate authority. As delegation

of authority increases, procedures become. standardized, and rules and
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policies become formalized, therefore ensuring that lower level managers
operate within clearly defined limits, and reducing the risk of errors in
decisions which top management is ultimately held responsible for. Finally,
decentralization increases communication between tangential hierarchical ... • ,

"levels, and laterally within levels.

B. RESEARCH

Based on the theoretical perspective discussed above, the focus of this ~
section is on the empirical research in the area of coordination and

* control. A major area of concern is the direction of power; that is,
hierarchy or authority (i.e., vertical power) versus departmental power
(i.e., lateral power). This review will also include a brief review of
the structural correlates of centralization.

Sources of Power

Tannenbaum and associates (1974) examined six reasons for some in-
dividual 's ability to exercise control over others. They concluded that

>3 such an individual:

1. Has superior knowledge relevant to
a task;

2. Can dispense rewards;

'.. 4,

3. Can disperse punishment; ..

4. Is attractive as a person;
5. Hsthe right to exercise control; :~

6. In an employee status has a sense
of commitment to a larger purpose

', 4.4 '.survey~p' by th orgniaton

Tannenbaum et al. (1974) conducted their study in a variety of organi-
zations in five different countries. They found the same pattern in all

plants regardless of size. The right tu exercise control (i.e., legitimacy)
and commitment to a larger purpose served by the organization were rated
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as the most important sources of power in all countries. These reasons

were followed by expertise, referent, reward, and coercion. Gerald

Bachman and associates (1966) reported a similar pattern In their analysis :u ,

of personnel in utilities, colleges, offices and factories. Results

indicate that legitimacy and commitment to a large purpose served by an

organization are often viewed by employees as a rationale for continued

acceptance of organizational power, with reward and coercion (i.e.,

punishment) given as the least frequent reasons.

Hierarchy of Authority,

Coordination and control exist between units even though they may
be organized hierarchically and vertically. Vertical connections link -.

superior with subordinate units within organizations while horizontal
connections go between similarly-ranked units differentiated by function

and not rank.... ,

The basis of the hierarchy of authority (i.e., vertical links for

control) is the division of labot. Each unit is differentiated by task, .,.

with the more similar tasks being conducted within the same units as

opposed to between units. Consequently, the units, and groups within

the units, are assigned different values leading to a ranking on some

subjective or objective basis (e.g., prestige, salary, facilities, etc.).

These rankings carry differentiated power curves or control systems.

* Power (or control), therefore, is stratified along a continuum, sometimes

called hierarchy of authority. Organizations have a system of rules and

procedures ensuring that the directives and decisions of superiors are
carried out. Positional power, therefore, can be referred to as a correlate

of organizational hierarchy. The difference between the highest and lowest

ranking position within the hierarchy is a measure of organizational X,,%
stratification, and movement between ranks is a measure of organizational

mobility. Three of the structural organizational dimensions are related o,:.

to this hierarchy of authority. These are: 
,n'

1. Complexity, due to the division of
labor into hierarchical ranks;

-%
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2. Power and authority, because positions
with higher ranks have greater authority,
therefore more power within the
organization;

3. Stratification, based on the differentiai
between the highest and lowest ranks of
the hierarchy creating an inequality. .-...

Often, large complex organizations with multiple levels of hierarchies

are characterized as being highly centralized in their decision making.
This may partially be because a large number of hierarchically arranged
levels makes communication difficult. This difficulty in communication

very often blocks knowledge of decisions. This characterization of
large organizations is not always confirmed upon close analysis. If, for

example, the centralization of power is a goal, elimination of several
levels of the multi-level hierarchical structure is all that would be
necessary to achieve the goal. In a university, for example, this could

be accomplished by eliminating the college deans, which would require ,
the department heads to communicate directly to central administration.
Communication in this instance (from the department heads and faculty ,.,
of each department) would go directly, to the top level and, conversely,

information would come down the hierarchy more efficiently. This change
in the organizational structure would facilitate control and centralization.
Decentralization of power and control occurs by increasing the number

of levels in the hierarchical structure, thereby assuring each level has
decision making responsibilities. Meyer (1968) analyyed 254 city,

county, and state departments of finance to determfi,, the relationship
between centralization of decision making, and two types of differential

authority structures. Meyer's (1968). results can be summarized as follows:

i. Hierarchical differentiation - the
proliferation of supervisory levels in OF
"an organization were positively
associated with decentralization of
decision making and the existence ,
of formal rules which partly determine
decisions in advance.
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2. Functional differentiation- the
proliferation of organizational
subunits of more or less equal
status was positively associated
with centralization of decision
making, a lack of rules, and
practices that allow much discretion
to top management In decision making.

Hierarchical differentiation was shown to increase the delegation
of decisions to lower levels, while simultaneously increasing the im-
portance of rules that remove decisions from top levels of the hierarchy
(Meyer, 1968).

If power, or control, originates from different sources and
professionals have power based on their knowledge or expertise while
administrators have control or power based on their position within an -
organization, then an organization is merely substituting one type of
control for another when it increases the number of professionals.

Professionals are not commonly found at the top of an organization,

therefore control becomes positioned at different levels of the structure
' ~.and originates from a different source. Boland (1973) demonstrated that

the type and source of power depends on the particular issue that is the

focus of decision making: internal technical affairs are more frequently
the domain of professionals, while external relations tend to be dealt
with at the top levels of the hierarchy.

Departmental Power (Lateral Power)

Horizontal power is different from vertical power in that organizations
are perceived as interdepartmental systems based on the division of labor

which is a function and not a status division. Functional units are
dependent on other functional units because the total labor process is
divided among them. In analyzing power, one attempts to determine the
most powerful subunit. A further area of analysis concerns factors that

function to vary dependency and power (Hickson et al., 1971; Salancik and
Pfeffer, 1974).

"Perrow (1970).attempted to identify the most powerful subunit in

industrial firms. He identified four functional units:
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1. Sales (marketing)

2. Production (engineering)

3. Research and development, and

4. Finance and accounting.

Perrow's (1970) respondents were asked to rank each of the four

departments from "most powerful" to "least powerful." Sales departments

were ranked as the most powerful in eleven of twelve firms studied.

Production was next, followed by finance and accounting, with the least

powerful, research and development. Perrow (1970) concluded that such

results were obtained because, in a market economy, customers determine

the cost, quality, and type of goods to be produced and distributed.

Sales provided the link between organizations and their customers.

Perrow argued that marketing performed the function of "uncertainty

absorption" (i.e., the reduction and editing of information for policy

decisions). Because this was a key function of the organization, it

gave the marketing department more power. Marketing's power can also

be attributed to its lack of dependence on the other subunits. In

addition, the marketing department's lower capital investments relative

to the other departments minimized the effect of a change in the market

and, consequently, the product (i.e., the other departments were more

severely affected) (Perrow, 1970). Lawrence and Lorsch (1967) also

found that the marketing department had greater Influence than the

production department in both container-manufacturing and food processing

firms. Their reasons were similar to Perrow's -- that is, contact with

the customers as well as an ability and opportunity to deal with un-

certainty (Lawrence and Lorsch, 1967).

Hinings et al. (1974) studied the power of the same subunits (i.e.,

sales, production, accounting, and research) analyzed by Perrow. Seven

organizations were analyzed which included breweries in the U.S. and ..

Canada and a container company in Canada. Hinings and associates were .,,,

interested in examining the effect of the dependency among subunits

created by unspecified combinations of uncertainty, work flow centrality,

and nonsubstitutability. This research was designed to identify which

variables are most Influential in determining power. The hypotheses in e

this study were (Hickson et al., 1971):
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HI. The more a subunit copes with uncertainty,
the greater its power within the
organization.

H2. The lower the substitutability of the
activities of a subunit, the greater
its power within the organization.

H3a: The higher the pervasiveness of the
workflow of a subunit, the greater
its power within the organization.

1H3b: The higher the immediacy of the
workflows of a subunit, the greater
the power within the organization.

H4: The more contingencies are controlled
by a subunit, the greater its power
within the organization.

They found that uncertainty itself does not give a unit power; rather,
power is achieved by coping with uncertainty. Organizations may allocate

task areas that vary in uncertainty to their subunits. The greatest
power will be given to those subunits that cope most effectively with
the uncertainty (Hickson et al., 1971). Those subunits that were

•'.•,• 
linked directly 

to organizational 
output and were connected 

to other 

,.

subunits were more powerful. Coping alone, therefore, did not determine
power, but the combination of uncertainty, coping, centrality, and non-
substitutability in a contingent relationship afforded some departments
greater power than others (Hinings et al. 1974).

Salancik and Pfeffer (1974) tested the hypothesis that departments
within an organization acquire power to the extent that they provide
critical resources to the organization. Building on Thompson's (1967) ."
work on coping with uncertainty, Salancik and Pfeffer (1974) assumed that
one persistent and critical uncertainty in universities is the provision
of resources. This assumption was based on the premise that Just as
power is centered in the marketing department which links a business

4 i0firm to the customer who supplies economic resources, so too power will

accrue to the departments in social science organizations that supply
links to discretionary funds. Salancik and Pfeffer studied seventeen
departments at the University of Illinois. The best indicator of power

W they found was the proportion of faculty supported by restricted funds.
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The next best was the proportion of graduate students, then the depart-
ft. ment's national rank (Salancik and Pfeffer, 1974).

The findings of Perrow (1970), Hlnings et al. (1974), and Salancik [. '
and Pfeffer (1974) from a wide variety of business, industrial, and social
service organizations suggest that the most powerful subunits are those '

that control the critical contingencies for other subunits within an

organization. One critical factor may be access to customers, but the
subunit possessing the greatest lateral power generally forms some

critical relationship with the external environment. Boland (1973),

regarding vertical power, found that the relationship of the organization

to the external environmcnt was controlled by those at higher ranks in

the organization, while less critical decisions were often delegated

downward in the organization. The conclusion is that those horizontal .ft',ft

and vertical units that form effective connective links with the erviron-
ment, when it ha'rbors critical resources, are the most powerful organiza-

.ft' tional units. .

Structural Correlates of Centralization

The literature on centralization and decision making can be divided

into two types. The first is an indicator of the decisions about the ,.
regular activities that facilitate the organization's output., Work
decisions that are referred to the next hierarchical level are using a
centralized decision ,making structure, a measure of the control of
the hierarchy of authority. The second type of literature is an indi-

cator of centralization of organizational decisions regarding policy %I

and resource allocation, or participation in decision making (Haqe.
and Aiken, 1967). Hage and Aiken (1967) found that these two indicators of
centralization of power are themselves correlated negatively.
Therefore, those individuals in an organization who participate in major

decisions do not rely on work decisions to be made at the next highest

level.
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Pugh et al, (1•96 •), Hinings and Lee (1971), and Child (1972)

analyzed the relationship of centralization to specialization, standard- '

ization,. and formalization of centralization. T he definitions of the

variables were CChild, 1972):

Centralization. The extent to which locus
of authority to make decisions affecting the
organization is confined to the higher levels ,....
of the hierarchy.

Specialization. Functional specialization--
the extent to which official duties are
divided between discrete, identifiable
functional areas; Two-role specialization--
the extent to which official duties are
divided within functional areas between
discrete, identifiable positions.

Standardization: the extent to which
activities are subject to standard
procedures and rules.'

Formalization: the extent to which procedures, -'
rules, instructions, and commniiications are -.. ,
written down.

Hage and Aiken (1967) found a'positive correlation between

decentralization and low formalization of work related activities in
professional organizations. But the rules and procedures related to

the internal functioning of the organization may be formalized to protect

the highly trained professional from arbitrary decisions of adminis-

trators. Blau's (1970) analysis verified this in public personnel "-

"agencies. When authority was decentralized, the personnel procedures

were formalized. Professionals desire the predictability of formalized

' ppersonnel selection procedures, salary policies, and other organizational

procedUres.

Pugh et al. (1968) found formalization and standardization of

procedures both negatively correlated to centralization: overall
centralization was correlated with standardization and with formalization.
Hinings and Lee (1971) and Child (1972) substantiated these findings.

These researchers found that as organizations become more centralized
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they become less formalized- and, asthey become. decentralized, formalli-

zation increased. Cenralilation and formalization were explained as
"le , I alternative methods of control. When an organization becomes "ecentral-

ized, the greater formalization and standardization of work *w serves

Sto ccntr:l the organization's functioning (Child, 1972).

Several studies (Blau et al., 1966; Child, 1972) showed a negative
relationship between measures of centralization, and structuring of .

activities. Specifically, organizations with centralized decision-making
processes have relatively few rules, standardized procedures, and

specializations. However, where there are many rules, standardized

procedures, and specializations, management tends to delegate decision
making to lower levels. .. •.

Mansfield (1973) found standardization, formalization, and special-
ization to co-vary positively, but each tended to vary inversely with

centralization. He found that relationships between measures of

specialization and centralization varied depending on the size of the

organization studied t l b e td t a i ly h

Relatively small centralized organizations (i.e., 150 employees) show
a direct relationship between measures of specialization and "entrelization.

In other words, where control is concentrated in high, line-management

positions, many specialists are employed, presumably to serve as decision

makers. Small decentralized organizations employ relatively fewer

specialists.

An inverse relationship, however, is found between specialization and
centralization in relatively large, centralized organizations employing over

6,000 personnel on the average Centralized control is generally accompanied

by relatively few specialists. Conversely, in large organizations with

decentralized control, there are relatively more specialists. Specialists

are typically used to advise management in handling problems arising out
of the use of rules and regulations, as well as the need to coordinate

large, decentralized units. Medium-sized organizations (i.e., between

150 and 6,000 employees) generally show no relationship between central-
ization and specialization. :
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S.Determinants of Structuring and Centralization

Pugh and associates (1969) described the determinants of structuring

activities (i.e., the combination of specialization, standardization, and

formalization). They as well as others showed that measures of structuring

of activities are related to organization size (Pugh et al., 1969;

Child, 1973; Reimann, 1973). Gouldner found Formalization to be a

substitute for direct supervision (1954). Concentration of authority

seems related to dependence on an external organization (Pugh et al.,

1969). Dependent organizations (e.g., subsidiaries) tend to have centralized

authority structures, but relatively little autonomy in decision making.

Independent organizations have more autonomy to decentralize decision making

authority.

Meyer (1972) supplied additional support for a longitudinal analysis
where the effects of organizational size on selected structural dimensions
were studied. Previously, theories and research results regarding the

effect of organizational size on other structural dimensions were
contradictory. For example, Blau (1970) postulated that increased size

resulted in greater differentiation which in turn resulted in an enlarged

administrative component to effect coordination. Blau also generalized
that the larger the organization, the larger the span of control. Pugh

et al. (1969) concluded that organizational size was largely determined

by size and dependence on the parent organization. They concluded that

the effect of size on structure was somewhat indirect; size had its

primary influence on intervening variables such as frequency of decisions,

coordination, and social control. Inkson et al. (1970a, 1970b) conducted
studies in this area, and concluded that organizational size and tech-
nology provided dominant influences for structuring activities while
dependence provided the determining force for concentration of authority.

Small and positive relationships were found by Hall and Tittle (1966)

between size and degree of bureaucratization. Inverse relationships were

found by Pondy (1969) and Holdaway and Bowers (1971) between organizational .
size and span of control.
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6. FA1,'R VI: GOAL ORIENTATION

The Goal Orientation factor reflects those activities that organizations

and individuals engage in to determine desired states that the organizational

system and its personnel are attempting to achieve through planning, organ-
izing, and controlling. Most organizations, by definition, are goal

directed. The variables under this factor focus on the range of goal

activities required by an organizational system to determine priorities,
to achieve objectives, and to modil, r replace those objectives no longer
important to the system. As a factot in organizational systems, goal

orientation is operationally defined by such concepts as goal setting, goal
succession, goal attainment, and goal displacement.

The term goal Is broadly defined as a desired end-state or intermediate

end-state toward which a system directs its activities or is oriented. Goal
setting is defined as the act of establishing goals. Goal succession involves
the replacement of a prescribed goal by an improved goal. Goal attainment

describes the condition of reaching an established goal and includes per-
formance and productivity. Goal displacement activities reflect the

substitution of a goal for which a system was not created for a legitimate,
prescribed -goal .

The underlying assumption for the goal orientation factor from a
behavioral research and systems theory perspective is that goals influence

individual and organizational systems behavior and/or performance. From

a systems perspective goal orientation is a joint creation of Individuals,

groups, and environmental components acting on the organization. Goal ..

orientation is a dynamic concept reflecting and being determined by the
organization and its environment. The studies reported in this section

reflect concerns related to some of the broadly defined concepts of goal .';-. ".
orientation. s "

A. THEORETICAL BACKGROUND

The literature on goals is both theoretical and experimental in nature ,_
and reflects both individual and organizational aspects relative to goal

Sorientation. Goals and/or objectives are, according to Huse and Bowditch (1973),
determined by several interactive dimensions:
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"(1) the desires of management and workers;
(2) the environmental needs provided by the pa.
organization; (3) the skills and abilities
of the personnel team; (4) the technologies
currently available; and (5) the funds ,0
available for conducting operations."

Huse and Bowditch add that three different approaches relative to meeting
goals and objectives may be used by an organization. The first of these,

the "proactive" approach, is applied to formally sanctioned or official %

long range goals. The second, a "reactive" approach, is associated with
the real world or short-run goals--the daily, monthly, or quarterly

objectives outlined by' the organization. More recently, "Management By
Objectives" (M0O) approaches are being adopted by many organizations.

MBO systems provide ways of transforming objectives and/or goals into
operational outlines for action.

According to Gulick (1948) "a clear statement of purpose universally

understood is the outstanding guarantee of effective administration.

"From a systems perspective the purposiveness and/or direction orientation :,V"

of organizations and 'individuals is an important aspect of defining, the
concept of goals and goal orientation. Etzloni (1964) defined organizational

goal as "a desired state of affairs which the organization attempts to 1,

realize". Organizations and the individuals comprising an organization

have an orientation toward goals, are goal directed and seek strategies to

meet both formal and informal, organizational and personal objectives. ,

Hence, we defined a factor called "goal orientation" (Baudhuin, Swezey,

Foster, and Streufert, 1980). Theoretical discussions of the broad

concept of goal orientation focus on two generic categories, organizational ,

and individual goals.
Simon (1964) believed it was difficult to introduce the concept of

organizational goal without reifying the organization--treating it as some-

thing more than a system of interacting individuals. On the other hand,

the concept of goal appears indispensable to organization theory. To resolve
this dilemma, Simon proposed a definition of the "organization goal"

concept. The goal of an action is seldom unitary, but generally consists of

a whole set of constraints the action must satisfy. It appears convenient to
use the term "organizational goal" to refer to constraints, or sets of constraints,
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imposed by the organizational role that have only an indirect relation +
* I: with the personal motives of the individual who fills the role. More

narrowly, "organizational goal" may be used to refer particularly to the

constraint sets that aefine roles at the upper levels of the adninist'rative

hierarchy. In actual organizations, the decision making mechanism is a

loosely coupled, partially decentralized structure in which different

Ssets of constraints may impinge on decisions at different organizational

locations. Although the description of organizational goals is consequently

complex, the concept of goal can still be introduced in an entirely

operational manner. Operationalizing the concept of goal necessitates a

reference to individual goals, motivations and roles, as well as to the

overall organizational decision making system in defining the extent to .A

which goals define the actual courses of action taken by the organization.

Organizational goals are complex, and most, if not all, organizations

have more than a single set of goals which are determined from a complicated

set of second and higher order interactions anong external and internal

forces. Huse and Bowditch (1973) illustrated the complexity of organizational "'.AA;C.A;".
goals from the systems perspective in Figure 12.
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Drucker (1954) operationalized the complexity issue by suggesting that
Industrial organizations need to develop goals in light primary areas:

market standing, innovation, productivity, physical and financial resources,
profitability, manager performance and development, worker performance

and attitude, and public responsibility. This approach clearly

shows some interdependencies among industrial organization goals. For

example, market share and innovation are directly related. The profit-

* ability dimension is closely related to worker performance.

Perrow (1966) addressed the lack of distinction between types of

goals in organizational literature. It is argued first that the type

of goals most relevant to understanding organizational behavior are not

the official goals, but rather the operative goals embedded in the major

"•I operating policies and daily decisions of the personnel. Second, these

goals will be shaped by the particular problems or tasks an organization

must emphasize since these tasks determine the characteristics of those

who will dominate the organization, Perrow made a distinction between

operative and official goals and the roles of each in organizational

behavior. He contended that if one knows something about the major tasks

of an organization and the characteristics of its controlling elite,

it. is possible to predict its goals In general terms. The major tasks

•_•: of every organization are four: (1) secure inputs in the form of capital

sufficient to establish itself, operate, and expand as the need arises;-.5 5,.

(2) secure acceptance in the form of basic legitimization of activity;

(3) marshal the necessary skills; and (4) coordinate the activities of

its members and the relations of the organizations with other organizations

and with clients or customers. Each of these task areas will not be

equally important at any point in time, and will provide a presumptive

basis for control or domination by the group equipped to meet the problems

involved.
Perrow (1970) provide4 a more general sociological model which identifies

five components of organizational goals. He included:

"N o Societal goals - in the most generic sense,
those Oiblectives which are common to
broadly defined classes of organizations

1.9.
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9 Output goals - commercially, things like
business services, consumer products, or
health care professional services.

* System goals - the organizational plan and
methods of operation. For example, some
organizations have as system goals rapid
growth while other organizations focus on
stability and a high profit ratio.

* Product goals - those objectives related
to quantity, quality, type of product
categories within the line, cost of the
product, and market saturation plans
for the product reflect this kind of
goal.

s Derived goals - reflect those activities
organizations engage in to pursue other
objectives which may not be directly
associated with their primary mission,
but can be achieved as a result of
the power held by the organization.

rWhile these categories may not be as clearly defined as one might

like them to be, they do serve to indicate that organizations have many
different goals and, as we have already indicated, these goals tend to

overlap. It is also the case that an organization's multiple objectives
come from perpetual reappraisals and compromises about the personnel in

the organization.

Huse and Bowditch (1973) emphasized this point when they observed
i! ~that:

"Whatever criteria are used to categorize an
organization's goals,...it must be kept in mind
that in and of themselves, organizations
do not have objectives; rather, people Wave
objectives, stemming from their own views,
ind motivations. Thus, so-called 'organizational
objectives' are really uneasy and shifting
compromises among the individuals within the
orga-;zation and the demands made by the
outside environment." I"'

In addition to the multiple and interdependent nature of organizational
and individual goals, Huse and Bowdttch (1973) considered the concept of

goal displacement in organizations. They suqqested that orqanizations and,

for that matter, individuals tend to displace one goal for another.
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Warner and Haven (1968) highlighted some of the key problems in
attaining instrumental goals in organizations with social change and
"development programs. These activities and programs too often contribute
relatively little to the attainment of the major goals of the organization.II Goal displacement, in which the major goals claimed by the organization are -.
neglected in favor of goals associated with building or maintaining the
organization, is frequently a problem.

Five major hypotheses and a model of marginal propensity to perform
are suggested which show that goal attainment in organizations is
maximized when goal displacement is minimal, and that goal displacement
is minimal where goals are tangible. If there is a high degree of goal
intangibility, goal attainment can still be maximized by keeping tangible
goals directed toward the central intangible goals, but it is reduced
by displacing tangible goals to peripheral goals of system maintenance.
A system of evaluation and sanctioning reinforces both the peripheral
displacement of goals and the neglect of the claimed goals in favor of
goals designed to maintain the organization primarily as an end in

itself. The concepts suggested are not readily operational, nor are the
hypotheses empirically tested. It is believed, however, that such
attempts at conceptualization are necessary prior conditions to research
design and analysis. L. a..Ashkenas and Schaffer (1979) provided a training related perspective

to the achievement of goals. They suggested reasons for the failure of
training programs to demonstrate a bottom-line results relationship and
described a training and development strategy geared directly to producing
immediate bottom-line improvement. According to Ashkenas and Schaffer, the
failure of training programs to demonstrate bottom-line results is at-

tributed to their focus on changes in specific elements of managerial
knowledge, skills, or attitudes rather than on performance results. This
observation was confirmed by Campbell (1970) and others. An alternative ,.

approach focuses on a specific "breakthrough" goal. In programs based

on this approach, managers are taught not how to become better managers,
but rather how to accomplish an urgent, important goal in a short time-
frame. The focus is on specific, achievable goals rather than on management
styles and techniques. Application of this approach to a variety of
organizations is possible, and the advantages it offers for goal achievement
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can be demonstrated.

Several behavioral scientists have argued that goal setting is
positively correlated with employee motivation and performance. Locke

(1968) provided a framework for goal setting theory which emphasizes the

connection between conscious goals or Intentions and performance of tasks.

The basic assumption to this theory is that individual goals influencean individual's behavior. Verification of this hypothesis is presented Z..•.

in several empirical studies discussed in the experimental section of this

review. The goal setting process as per Locke's theorizing and *NN

discussion is depicted in Figure 13. If this speculation achieves no

other purpose, the theory does seem to provide a good deal of material

subject to hypothesis generation and testing.

FIGURE 13. GOAL SETTING PROCESS

(from IvancevIch et al., 1977) .,'

1. 2. 3. 4.

Envlronmentl -Goal-Setting .0o1l-Sitting - Pertevwincl C
Incentives Ev- lutigl n . Lntg•itlo .. ... .. ___

EstablishMent of Selection of the The level of The amount uf
orianizatlonal goal-setting acceptance and effort and the
goals and the proceas (assigned commitment the level of goal
ty pi of rewards vs, participativib) employee gets a complishment
that can result and in evaluation for the goals realizd ze
from goal by the emoloyje
accomollshmant. of the level of

goal difficulty
and challenge

In a similar fashion, the means to a goal becomes a goal, and the
initial qoal then becomes a means. Similarly, a means-end chain is

defined in organizations where organizational goal decisions are accom- ,.'
pan•ed by decisions regarding the way to achieve each goal. The means-

end chain is depicted in Figure 14.
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PR ICWOAR OBJECTIVES

'S.-

OR GOALS MEEAAN

TAS ACCMPLSHMNT

FIGURE 14. THE MEANS-END CHAIN

(from Huse and Bowditch, 1977)

These theoretical considerations of goals and goal orientation led
to a concern for actualizing or transforming organizational and individual
objectives into actions that would lead to goal attainment. A well
known organizational intervention strategy grew out of this concern for
operationalizing and achieving organizational goals. Management by
objectives (MBO) or goal setting developed from the work of Drucker (1954)
and Odiorne (1965). Drucker believed that the MBO process emphasized
the development of managerial autonomy and/or self control. He observed

that:

"..,the objectives of the district manager's job
should be defined by the contribution he and his
district sales force have to make to the sales
department, the objectives of the project
engineer's job by the contribution he, his
engineers and draftsmen make to the engineering
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department...This requires each manager to develop
and set the objectives of his unit himself. Higher
management must, of course, reserve the power
to approve or disapprove these objectives. But
their development is part of a manager's
responsibility; indeed, it is his first respon-
sibility" (Drucker, 1954).

The manager is central to the goal setting process and is in the

position to maintain and/or control the progress relative to goal

attainment.

Steers and Porter (1974) focus on an issue which relates to this
management perspective. Management.control over the goal-setting process is

an integral part of this position. A systematic review of the relevant

research dealing with the role played by task-goals in employee performance

is presented. Consideration is initially given to the way in,which the

goals of an organization are translated into manageable tasks for employees
to perform. Later, findings of these investigations are placed in the
'larger organizational context as they ultimately relate to the attainment

of organization-wide goals.

Three hypothetical examples are given of how goal-setting factors

can be better understood by placing them within a specific motivational

framework. An examination of each reveals that performance under goal-

setting conditions appears to be a function of at least three important

variables: the nature of task-goals, additional situational-environmental

factors, and individual differences. They conclude that individual perfor-

mance on task-goals must be viewed within both a motivational framework
and within the larger organizational context.

Umstot, Mitchell, and Bell (1978) propose an integrated Job design
approach which combines job enrichment.and goal setting. Productivity
and job satisfaction are two dominant concerns of managers. One ,

approach to designing jobs so that these outcomes result is to combine

Job enrichment and goal setting. Based on reviews of the empirical
literature relating these two techniques an attempt was made to better
define the interrelationship between them. Their review demonstrated

the interaction of goals with such job characteristics as: skill variety,
* task identity, autonomy, task significance, feedback, role clarity, Job
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challenge, and individual-organizational goal congruence. Further, the

review indicated that because most of the interactive effects of goal

setting and enrichment are positive, an integrative approach combining

the two seemed appropriate to Job design.

A general conceptual integrative model of job design was developed

to include goal setting, which has been consistently related to higher

performance, with Job enrichment, which has been related more to work 4 _

satisfaction. It was theorized that a combination of the two could result

in a simultaneous increase in both performance and satisfaction. Because

research in this area is very limited, many questions are posed by this (
model. ,

tha Odiorne, on the other hand, brought to the MBO process a concern for

mutual understanding between the manager and his staff. Odiorne believes
that MBO is:

"...a process whereby the superior and subordinate. managers of an organization jointly identify its
common goals, define each individual's major areas
of responsibility in terms of the results expected
of him, and use these measures as guides for
operating the unit and assessing the contribution
of each of its members"'(Odiorne 1965).

Ivancevich, Szilagyt and Wallace (1977) provideda summary of the

basic components of the MBO prodess. The complete MOO process, as

depicted in Figure 15, should include: (1) a needs assessment relative

tc Job, personnel, and technology; (2) preparation for MBO including

training, determining objectives, determining implementation strategies,

and selecting assessment criteria to determine the effectiveness of the

process; (3) objective setting; (4) intermediate evaluation of original

objectives to provide feedback and/or the modification of objectives if

needed; (5) a final evaluation of the results leading to the next MOO

cycle; (6) attaining more effective planning, control, and organization '. "

through the involvement of personnel that a-e motivated to achieve results.
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FIGURE 15. AN 1480 MODEL FOR SUPERIOR-SUBORDINATE OBJECTIVE SETTING
(from Ivancevich et al., 1977)

To date, probably the most extensive empirical evaluation of 80 B

is by Carroll and Tosi (1973), who implemented and evaluated an M80 program
for a large industrial consumer goods manufacturer. Some of their findings
include:

e The manager or supervisor should build a climate of

trust rather than focusing on punishment
dimensions. 
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9 The manager or supervisor should spend as much
time listening as possible.

e The manager or supervisor should utilize
reflective summaries to avoid the chance of
misunderstanding.

a The manager or supervisor should invite
subordinates to openly vent anger or
differences of opinion relative to company
issues, policies, or procedures.

o The manager or supervisor should invite the
subordinate to resolve problems or conflict
before the counseling or feedback session
is terminated.

McConkie (1979) clarified some of the major issues related to

the concept of goal setting and MBO. Under the guise of Management

by Objectives (MBO), the notions of goal setting and performance appraisal

have assumed many different shapes and purposes. McConkie synthesized

from the works of leading 1450 experts the common elements of their respective

descriptions and definitions of how goals should be set and how performance

appraisals should be conducted under the MBO rubric. Their review of

the literature confirmed the diversity of opinion regarding MBO. However,

a solid notion of what BO is generally thought to be can be extracted

from the commonalities in the research. With regard to goal setting

McConkie found consensus regarding the importance of an organization adopting

objectives which are specific, measurable, placed in a time framework,

prioritized, and joined to an action plan. Also, most experts emphasized

the criticality of subordinate involvement in goal setting to an

integration of individual and organizational goals, as well as need for

goal flexibility in facilitating organizational chAnge. Regarding

performance appraisal, it is generally agreed that appraisals be held

periodically, and that they be conducted on the basis of objective

performance standards which are mutually agreed upon by both superiors ¶ I,

and subordinates. Such commonalities can serve to give a more general,

widely applicable definition of MBO and the notion of goal setting.

The growth of MBO as a goal setting procedure ;nd management method

in organizations has been widespread. This growth is based on the appeal

to common sense, its relatively uncomplicated formula for implementation, and

its growing body of effective lobbyists. From a theoretical perspective,
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Brady (1973), Cdrvalho (1972), McConkey (1965), Reddin (1971), and

Schleb (1971) all provided'basic support to the arguments of "common-

sense" appeal and the uncomplicated format of MB0 programs.

Vancil (1976) presenteda slightly different analysis of goals and

goal setting in organizations. He viewed the goal setting process as a part

of a broader organizational concept called "strategy." "Strategy is

the conceptual glue that binds the diverse activities of a complex

organization together..." Vancil observed and then suggested thit "one K
should think of the strategy as a collection of strategies, one for each

manager, linked together by a progrissive series of agreements on objec-
tives, constraints, and policies, and plans and goals. Rather

than viewing goal setting as the central focus in the MBO context, Vancil 14

viewed the "strategy" paradigm as a more accurate reflection of the corn-

plexity of organizational systems. The relationships between levels of

management and strategic interactions is depicted in Figure 16.

Constraints Plans andObjectives and Policile Goals

Corporate

Managers 5 > Q

business(D<< 1D
Managers

...
Activity 099 .0)

FIGURE 16. HIEKARCHICAL STRATEGIC RELATIONSHIPS

(from Vancil, 1976)
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A strategy, then, consists of a complex planning process with hierarchical

interactions among various organizational levels and between the objectives

constraints, and policies, and the plans and goals dimensions of that '

strategy. Implementing strategy therefore involves more than the
superior/subordinate HBO counseling and feedback. Strategy implementation

requires a conscious choice among alternatives guided by two way inter-

actions among levels of hierarchy and the components of "strategy.". .

Finally, Hrebiniak (1978) posits two divergent types of organization

to illustrate structural features of organizations relative to environment

and goal setting. This view is consistent with a systems perspective
and the interrelationships found in the factor analytic taxonomy of '

organizational systems (Baudhuin et al. 1980). Table 14 depicts

two hypothetical organizational types relative to a number of organizational

characteristics.

TABLE 14, CHARACTERISTICS OF TYPE A AND TYPE Z ORGANIZATIONS

(from Hrebiniak, 1978)

Type A Type Z
0 Stable * Dynamic, changing
SHilerurchical (monocramtc) * Less emphasis on hierarchy for W...

"* Simple in structure coordination and decision maluting
-Centralized 0 More complex, decentralized
-Reliance on rules and stucture needed to monitor

standardization external conditions; less emphasis
S*a Motivation to play It safe on rules

-Conformity is stimulated 0 Risk talcing is stimulated; jobs are
* Communication distorted flexible, with autonomy

0 Commun•cations are open, and
confrontation over tuk issues is
the norm

5%..* •

This analysis of goals and goal setting is aptly summarized by

Hrebiniak (1978) relative to the functions of goal setting as per the
Type A and Type Z organizational structure, as shown in Figure I5.
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TABLE 15. SUMM~ARY: FUNCTIONS OF GOALS AND GOAL SETTING RELATED TO

DIFFERENCES IN ORGANIZATIONAL STRUCTURE

(from Hrebiniak, 1978)

Functions of Goals
and Goat Setting Type A Type Z .

1. Legitimization Format; Informal or Indirect legitimi. Format, but Indirect legitimization is also6.%
zation is fartlos important. Important, eg., when goals distinguish

the organization from Its competitors.
2. Act as Constraints Main purpose; goals serve to define range Not as Important as In mechanistic sys-

of acceptable behavior and guarantee tems; rules, and rigid guidelines for action
consistency of performance and top. are for, lea likely or desirable
down control.

3. Create Discontent Change or threats to status quo are Emphasls on underspeclilcatlon of tasks,
avoided; conservartiorr and control are autonomy, and solving problems arising -

more likely legacy of goals than discon- from turbulent environment, results In
tent and desire to alter the system. creativity and novel solution being

rewarded; goals act as motivators, stan~
* dards to meet and surpass.

4. Development of Commitment Top-down control and monocratic Ad hoc centers of control and decision
*structure, at beat, develop cominitment making foster involvement and parliolpa.

among oligarchs; distance betwe~en Waer- tion In goal setting; having more at stake
archica] elite and lowar ievel; of orani. develops commitment to goals and goall.
ination. setting process, and organization.

5. Reduction of Uncertainty Stable predictable environmens; function Uncertain, turbulent environment makes
Is not very Important. this an extremely important function of

goal-setting proceus. A

6. Learning Stabtity of external r~onditioqs reduces Continuous evaluation of status quo:
need for and Importance of this function, assessment of strengths and weaknesses 0

focuses on where organization Is versus .
where it should be; future perspective
with projections of change, development,
and learning.

Add!1lonal Observations

1. Lcusof god ettig Tp leelsAd hoc centers of decision miaking; more
I. Lous ofgoal ettin Top evelsdiffuse process. ____

2. Correspondence between Little Strong
formal and operative goals

3. Probability of goal High protability of means-ends Inversions High likelihood of strong coirr'ponde'nce
displacements and goal displacements between formal and operative or fifforrital

goals
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Systems Concepts and Goal Orientation

The concept of goal orientation is, by definition, an integral part

of the general systems model. Biological, social, and/or organizational
systems appear to have multiple goals or purposes. Organizations seek

multiple goals if for no other, reason than that they are composed of

individuals and subunits with different values and objectives. Organiza-

tions need to determine and/or define what they desire to attain, given

the opportunities and the various constraints imposed by the surrounding

environment. According to Gross (1966) tho overriding presence of a goal

orientation separates the organization from other kinds of social systems.
The open system perspective relative to goal orientation is useful in

illustrating how the function and importance of goals, goal setting, and

goal attainment are contingent on the nature of the interaction between

the organization and the surrounding environment. An organization, as

an open system, must maintain viable relationships with its environibents,
INVIN, and these system-envieonment boundary exchanges are suitable objects of

study.

However, it is rather easy to understand how systems theory and

goal orientation might be construed as mutually complementary by some and
W,,'.• mutually exclusive by others. In the first instance, the significance of

goals and objectives in systems theory is manifest. For example, the

fundamental systems concepts of Feedback, Multiple Goal-Seeking, and• ! Equtfinaltty all are goal-dependent attributes.

goal-deendentl perspectives has its N
On the other hand, each of these two -A %

own distinguishing characteristics, to wit:

w The goal orientation tends to focus on products,

wile systems theory focuses on processes. ".

a The goal orientation is essentially prescrip-
tive; systems theory descriptive.

* IN



e The goal orientation deals primarily
with concrete, or tangible, dimensions;
systems theory with the more abstract.

* The goal orientation is inherently
atomistic in orientation; systems theory .
is organismic.

e The goal orientation tends to treat
situations in digital terms; systems
theory in analog.

a The goal orientation operates primarily
in an algorithmic mode; systems theory ',,

in a heuristic mode.

Such distinctions, though not pure by ahy stretch of the imagination,
* nonetheless elucidate general orientations of which the researcher should

be cognizant.

Goal orientation and the goal 'setting component in organizations
, serve a number of purposes. Hrebiniak (1978) identifies six functions

which, from the systems perspective, have relevance to this discussion.
Table 16 provides a listing of these,functions.

TABLE 16.

FUNCTIONS OF GOALS AND GOAL SETTING IN ORGANIZATIONS
(from Hrebiniak, 1978)

1. To ieitimize the orpnization. Lgitimaqcy is granted tormafly (e4., by a
corporate charter) and intormaily (eg., a a result of market mihanulam).

2. To sve as constraints on individua and orpnizational behavior.
3. To create discontent, to provide opportunities to "chieve or targets at which

-to aim.
4. To help develop commitment to the organization.

S. To reduse uncertainty and provide facts for organizational members to use
in'Aicisloion mada.

6.1 Tod In the pre of learning and adaptation.

, %),4% 4."
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Goal seeking signals what an organization intends to do. Goal

orientation is the first step in providing legitimacy to an organization.

m Constraints are a component of goal orientation, i.e., goal setting

provides limits and/or boundaries of organizational action and in- N.

dividual behavior. Goals and goal setting also act as an organizational

aggravation to both the system and its subsystems. Goals and goal

setting are, in part, designed to create discontent and/or disequili- -

brium which, in accordance with general systems and psychological

principles, is a motivating force for the achievement of dynamic

homeostasis or system balance. Goals also provide a place on which

systems and subsystems can hang their commitment to the organization.

, A very important function of goals and goal setting is to reduce the

*I degree of uncertainty for the organization. In essence goal orienta-

tion provides a framework for reducing entropy in the organizational

system. Goals help to determine a host of organizational activities

such as raw material buys (input), personnel and/or hiring decisions

relative to production process requirements (through-put), and sales/

marketing decisions relative to the distribution of goods produced

(output). Goal orientation, goal setting and goal attainment have a

direct bearing on organizational learning. Organizations learn and

adapt on the basis of goal setting and productivity relative to

achieving prescribed goals. An organizational learning experience

is inherent in the process of assessing performance against goals.

Organizations which do, in fact, learn from this exercise are relating

to the systems concept of equifinality. In short, the concept of

goal orientation is an important systems concept.
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B. RESEARCH

The research on goals and goal orientation has emphasized a number ,,
of interrelated areas with most of the studies focusing on goal setting
activities, goal attainment, and feedback dimensions relative to goals
and performance. A good share of the research presented in this review
reflects recent attention to MBO models and other goal setting paradigms.

Much of this research is related to several general psychological principles. GN6,
According to Huse and Bowditch (1973), employee performance--the results of
goal setting and/or fBO processes.-is predicated on three assumptions:

"1. A subordinate can improve his Job performance
only if he knows what Is expected of him.
The process provides him with better information
about priorities, expected results, the methods
by which results will be measured, and the
resources available to him.

2. In order to Improve his job performance, a
subordinate needs feedback about how he
is doing. This is the most basic of the
three principles, since knowledge of results,
or feedback, is essential for improving job
performance.

3. A subordinate must be able to obtain coaching
and assistance when and as needed in order ,
to improve his job performance. This means
that the climate must be changed from
management by crisis so that the manager
can act as a hel er rather than as a
Judge"(Huse and Bowditch, 1973).'

Bass (1966) found considerable disparity between what managers say
and do relative to organizational goals or objectives, Sixty managers
from two Industrial organizations were asked to give weights to six
potential company goals. The results indicated that, although profits
ranked highest, conmmunity welfare and Improving company operations also
received high rankings. Female executives of a service company placed
more emphasis on employee welfare and community service than on profits.
Male executives in public service companies placed more weight on conmmunity
welfare and the improvement of operations. In short, though profits
may be expressed as the major goal of an organization, managers act differently
relative to goals and objectives and, further, this goal displacement is a -

2e9
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function of the kind of orqanization in which the manager is working.
4. o.' Table 17 depicts the results of a version of the Bass "Exercise Objectives"

research. Organizations have multiple goals that change and/or areii displaced depending on the type of organization and personnel involved.

TABLE 17. RESPONSE OF MANAGERS TO "EXERCISE OBJECTIVES"
(from Huse and Bowditch, 1973)

Objective Percentage of Weight Given

Profits 35

Growth 11

Community welfare 21

Improve operations 22 bI

Meet competition 11

Adapted from B.M. Bass, "Exercise Objectives," in A Program of Exer'oioea
for Management and Organi•ationaZ PayohoZogy, Pittsburgh: Management!•':.•Development Associates, 1966.

SGoal Setti ng r•

The research on goal setting has been conducted in a variety of

laboratory and field settings. Locke (1968) and Bryan and Locke (1967)

examined the relationship between task performance and conscious goals.
College students performed a variety of tasks such as arithmetic V.
mi•nipulations, memorizing, and measuring perceptual speed. The results

indicated that: (1) goals which are specific lead to higher performance

than vague "do your best" type goals; (2) difficult specific goals

result in lower attitudes toward the task and less satisfaction than

easy goals; and (3) specific difficult goals create more interest than
the vague "do your best" type goal.
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Latham and Baldes (1975) and Latham and Yukl (1975) investigated the -

relationships between goal setting and performance. Both studies were
related to Locke's theories of goal setting, but were conducted in applied
or field settings. In the first study truck drivers in the lumbering
industry were studied over a twelve month period. The results of this

research indicated that performance improved immediately with designated
difficult specific goals. In the second study Latham and Yukl found
that participative goal setting was more effective than assigned goal
setting relative to performance, particularly with the uneducated loggers.

Dossett, Latham, and Mitchell (1979) investigated the effects of
various goal setting conditions, knowledge of results and individual
differences on employee behavior with goal difficulty held constant.
Female clerical personnel (N-60) were randomly assigned to participative,

assigned, and "do best" goal conditions on a clerical test. Specific

goals led to higher performance than did the "do best" goals. With goal
difficulty held constant, there~was no significant difference between the

assigned and participative conditions on performance or goal acceptance.
Goal attainment, however, was higher in the assigned condition than it
was in the participative condition. No main or interaction effects were

found for knowledge of results (KR) or for individual difference measures
with performance or goal acceptance. However, high self-esteem individuals
who received KR attained their goals more often than did individuals

with low self-esteem when the goals were participatively set. X .

A second study was conducted with employees from the same sample in
a performance-appraisal setting over an eight-month time period. Assigned

goals resulted in higher performance and greater goal acceptance than did
participatively set goals. There was a positive linear relationship between
goal difficulty and performance in the participative condition only.

Latham and Saari (1979) studied the relationship between supportive
behavior and goal setting. This study investigated three key aspects of
System 4 (Likert, 1967) management theory: supportive relationships, partici- 5- ,

pative decision making, and goal setting. The importance of supportive behavior

•, *.,,,
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by an authority figure when setting goals was tested using a brainstorming

task. Ninety college students were randomly assigned in a 2 x 3 design to

a supportive or nonsupportive condition and to one of three goal-setting

conditions (assigned, participative, and "do your best"). Goal difficulty lit.

was held constant between the assigned and the participative conditions.

Supportive behavior resulted in higher goals being set than nonsupportive

behavior. Participately set goals led to better performance than assigned

goals. The assumption that "the differences, if any, that exist between

an industrial and a university setting are minimal," however, is questionable.

an Kim and Hamner (1978) compared the effects of performance feedback

and goal setting on productivity and job satisfaction. A quasi.-experimental

design was used to Investigate the interaction of these variables in a

_- large telephone company. Three experimental groups received either

extrinsic feedback and intrinsic feedback alone, or extrinsic and intrinsic

feedback with goal setting, while a fourth group received only goal

setting instructions. Their results indicate that it is possible for goal

setting alone to enhance performance without a formrl knowledge-of-results

program. This finding provided some external validity to Locke's theory

of goal setting. However, results also showed that when evaluative and

non-evaluative feedback were added to a goal-setting program, performance

was generally enhanced beyond that found in the goal-setting only group.
The authors suggested that future research should look into the additive

effect of goal setting with evaluative and descriptive knowledge-of-results

on task performance. .

Weed and Mitchell (1980) investigated the causes and consequences of

two types of uncertainty (environmental and behavioral) in a simulated

Job environment. Sixty-four randomly selected subjects were divided into

8 experimental conditions. There were two levels of task structure

(ambiguous, structured), two levels of leader style (high IS-low CONS and

low IS-high CONS), avd two levels of goal setting (no goal, specific goals),

resulting in a 2 x 2 x 2 factorial design. The task involved three

separate designs to be drawn on a blueprint according to a series of

instructions. Weed and Mitchell found that the structuring leader and

structured task produced greater certainty than the considerate leader or

"the unstructured task. In this study, goal setting had no effect. The
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same independent varikbles and increased certainty resulted in higher
performances.

Steers (1975) conducted a study of perceptions of five factor
analytically derived task-goal attributes relative to supervisor performance.
The five attributes included: (1) participation in goal-setting; (2) feed-
back on goal effort; (3) peer competition for goal attainment; (4) goal
difficulty; and (5) goal specificity. Previous research had identified
these attributes as potentially having an important impact on resulting
performance. Based on this earlier evidence, Steers hypothesized that fourFR

- of the five attributes (participation, feedback, goal difficulty, and goal
specificity) would be positively related to performance, while the fifth
(peer competition) would be unrelated to performance.
in Questionnaires were completed by 133 female first-level supervisors
in the Accounting and Customer Service Department of a large public
utility. The questionnaire packet included the Task-Goal Attribute
Questionnaire, the Adjective Checklist, demographic data, and performance
measures. The data analysis was performed on two levels. On the first,
subject scores for each of the five task-goal attributes were correlated
with two performance measures for the total sample. On the second, the
sample was divided into high and low n Achievement Groups by need strengths.
Correlational analyses were run separately for each group between task-
goal attributes and performance measures. Before need strengths were
taken into account, little consistent relationship was found between the

five task-goal attributes and performance. However, after dividing
the group, It was found that performance was significantly related to
increases in feedback and in goal specificity for high n Ach subjects, and ,.
to participation in goal-setting for low n Ach subjects. Goal difficulty
and peer competition were found to be unrelated to performance for both
groups. These results were then compared to other similar studies. Steers
concluded thai individual difference factors, like n achievement, must be
taken into account in any comprehensive theory of goal-setting in organizations.

Umstot, Bell, and Mitchell (1976) examined the effects of Job enrich-

,ment and goal setting on employee productivity and satisfaction in a simulated
job) environment. This study reflected a concern for the quality of work issue
and Job design approaches which combine increased productivity with increased
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job satisfaction. In the first phase, two conditions of goal setting
(assigned goals vs. no goals) and two conditions of job enrichment .
(enriched vs. unenriched) were established, producing four experimental
conditions. The results indicated that job enrichment had a substantial
impact on job satisfaction but little effect on productivity. Goal
setting, on the other hand, had a major impact on productivity and a
less substantial impact on satisfaction. In the second phase, (after
2 day's work), people with unenriched jobs worked under the enrichment

conditions and people originally without goals were assigned goals.
Again, job enrichment had a positive effect on job satisfaction, while

goal setting had a positive effect on performance.
Goal setting research has also focused specifically on the MBO

intervention strategies conducted in field settings. While rigorous
scientific methods and/or control procedures cannot be used in such
field research settings, when field research or goal-setting and/or MBO 4

interventions are combined with the wide range of laboratory research on
goal setting, interesting conclusions regarding the impact of goal setting
strategies may be reached. X

Rata (1965, 1966) conducted two longitudinal analyses of an MBO
program for a consumer goods corporation. In the first case 112 managers
were analyzed relative to production after an MBO program had been

implemented. Results indicated an increase of 3 percent per month from
production declines of 4 percent per month prior to the MBO implementation.
Additionally, Raia discovered that managers were more sensitized to the
mission and goals of the company, showed more enthusiasm toward the task
of evaluating and counseling workers, and thought that communication had

Improved following the implementation of MBO.
Raia conducted a second study at this corporation four years later

using similar data collection techniques with many of the same managers
used in the original study. As in the first study, he found that produc-
tivity continued to increase a1ong with goal attainment. However, a
number of negative perceptions also were discovered in this study:

1. The MBO program was being used as a whip.

2. The MBO program created increased adminis-
trative paperwork. -J
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3. The MBO program remained only at middle
and upper management levels.

4. The MBO program seemed to overemphasize
production.

5. The MBO program did not provide
performance incentives.

Despite the widespread use of MBO strategies, increased production, and
the testimonial support for fBO, the strategy was perceived to have some
problems.

Carroll and Tosi (1973) investigated the accomplishments of an MBO
"program which was designed to operate over a period of time to:

"1. Help the individual improve his Job
knowledge and skills;

2. Assure two-way communications between
the subordinates and supervisors;

3. Convert Black and Dicker organizational
goals into targets for the individual;
and

4. Appraise the individual's performance." W.,

Attitude surveys and interviews werel used to determine what objectives
the MBO program was achieving. Based on this data, modifications were
then made to the program. The original data from this study suggested that:

"Subordinates were more positive toward the
program as more difficult goals were set.
Increased goal clarity, relevance, and
importance resulted in more positive
attitudes toward the program and the ,.interactions between superiors and
subordinates.
The more frequent the feedback sessions,
the greater the subordinate's satisfaction,
goal accomplishment, and relationship
with the supervisor. ,
The second phase of the modified program ',-. i.
at Black and Decker involved improving the
original program by placing increased
emphasis on total organizational involvement
in goal setting, increased training of the
top managers in goal setting, and the use of
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a more reliable attitude survey. The
"second-phase data analysis, in which the
interpretation was based on interviews
and questionnaire responses, indicated
that:

Managers now perceived MBO as a way of
developing subordinates.
More manaqers believed that they had trouble
with "personal improvement" goal setting
with subordinates.
Satisfaction with MBO increased, and there
was an increase in the amount of work
effort expended in goal setting.
There was no change in the amount of
participation by surbodinates in the
goal setting process" (Ivancevich,i•.•l e~~t al., 1ý-77) ,".'

Most of the research findings have indicated that success in any
MBO program requires support from top management. One of the major
problems with the study Just cited was that no comparison group was used

K from within the company. Hence, any- conclusions drawn from these data

should be interpreted very cautiously.
Support from top management relative to implementation of MBO

programs was investigated by Ivancevich (1972). Two companies were used
for the study. The first company had its MBO program implemented through
top management while the second company implemented the program through
its personnel department. This study was conducted to assess the impact

NI of the power and authority dimensions on the implementation of MBO programs.

The results of this assessment indicated that the company using the personnel
department for implementation of the MBO program had significantly less
power and authority than the top management implementation strategy.
Short-run improvements in terms of job satisfaction were greater in the .
"top management plan, but these differences tended to regress when measure-

ments were taken at the end of thirty months. What this research suggested
was that the location of the power base during initial implementation of
an r/uO intervention is an Importarit consideration and that the program

Srequires reinforcement of procedures, training, and steps if one wishes to

maintain improved performance and satisfaction.
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In addition to the attitudinal study just cited, Ivancevich (1974)
also conducted a thirty-six month study in the same organization which
focused more on "hard-core" performance data. In this case three
different plants were used with two plants using MBO interventions and """' -
one plant serving as a baseline unit. Results indicated that the most
significant performance improvements came in the MBO plant which utilized , .

a reinforcement program three months into the intervention. Letters, memos, •
counseling on the use of WBO, and discussions among superiors and subor-
dinates were used as reinforcement scnedules. The study suggested that
further investigations of reinforcement strategies is required before
the maintenance of performance improvements aspect can be more clearly Z

oper&tionallzed relative to BO interventions.
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7. METHODOLOGY

The previous sections of this review have dealt with specific

focus areas within organizational psychology that were reflected in

the factors obtained. At this point, we will depart from that previous
procedure and will more closely examine the simulation methodologies

which have beer used in past research efforts. The reason for the
emphasis on simulation is twofold. First, it seems appropriate to limit

our review to simulations and related procedures since the work to be

accomplished under this contract will utilize simulation methodologies.

Second, a review of all methods that have been employed in organizational

I* psychology would be voluminous and cumbersome. Such reviews are more-

over available, for example, in the recent "Handbook of Indistrial

and Organizational Psychology," (Dunnette, 1976).

A. THE ORGANIZATION AS A SYSTEM

It need not be reemphasized that organizations, both large and small,
both complex and simple, can be considered in the terms of systom theory. •l

If' organizations are indeed best described as systems, then any

methodological approach to organizational psychology should be adapt-

able to a systems theory conceptualization. If, for example, we were

interested in determining the effects which stress has within and upon

an organization, we would have to study not only inputs into and outputs

from the organizational systems, but we would also have to consider what "S.

is happening as the stressful information is processed within the organi-

zation, i.e., we would have to examine organizational demands, organiza-

* tional capability and organizational capacity (c.f., Drabek and Haas,

1971). Such a view of the organization as an entity should be reflected
in the methodology with which the organization is studied. As we shall see

below, simulation is considered to be an ideal methodology for that purpose.

Ž1.,'.,
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"B. EXPERIMENTING AND THE ORGANIZATION

One of the primary purposes of studying the organization is tNe
attempt to gain additional knowledge about its functioning. Different

researchers have attempted to utilize different methods to gain knowledge

about organizational functions (Evan, 1971). In earlier years, the

choices were between experimental research in the laboratory vs.

empirical or observational research in the field. Later additional and more

"sophisticated empirical, experimental and modeling methodologies were

added. Let us take a closer look at these methods. V.%

The purpose of the experiment, of course, is to obtain causal

inference based on information about relationships among organizational

variables. To achieve that end, the experimenter has to manipulate

conditions which allow him or her to introduce events of his or her

choice and to determine the level of these events. In organizational

,, research, the majority of earlier experiments have contrasted events
which represented initial conditions at the outset of an experiment.

While many of these experiments have been carried out in the field, others

have utilized a laboratory setting. For that matter, the word laboratory

in organizational psychology can be meant in a broader sense than in some
other behavioral sciences, as suggested by Zelditch and Hopkins (1971):

"By laboratory is meant any setting that allows
the investigator to control rigorously the
conditions under which he makes his observation."

With this definition, the "field" could be considered a laboratory, •

whenever the experinmenter maintains control over events in that field.
However, maintaining experimental control when one wishes to research
real organizations tends to be rather difficult. To again quote Zelditch

and Hopkins:

"Actual organizations are rather naturally often
reluctant to turn themselves over to (the experi-
menter's) care. Moreover, to experiment with "
fully manned operating systems can be very costly."

As we will suggest below, an alternative to experimenting with actual
organizations may be the use of simulations.

W" ' . L
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C. ALTERNATIVES TO EXPERIMENTING WITH ORGANIZATIONS

Despite the difficulties of using strictly experimental techniques

in organizational psychology, we would, of course, prefer to use experimental

methods whenever possible to obtain data from which causality can be .

inferred. Early theorists (Durkheim, 1950) were aware of the differences

between experimental and other methods:

"When... (phenomena) can be artificially produced,
at the will of the observer, the method is that
of the experiment, properly so called; when, on
the contrary, the production of facts is not
within our control and we can only bring them
together in the way that they have been
spontaneously produced, the method employed
Is that of indirect experiment or the comparative
method...Since..social phenomena evidently
escaped the control of the experimenter, the
comparative method is the only one suited in
sociology' (Durkheim, 1950).

More recently, Moser (1965) argued that:

"It Is regarded by many as a truism that the
social sci st is rarely able to conduct
strictly controlled experiments and, consequently,
can establish the causative connections which are
held to be the essence of scientific pro ress.
There is no denying that strictly contro~led
experimentation is barely feasible with human
populations and that this does account for
tentativeness of many social research results."

In other words, progress toward causality Inference for organizational

research in the first half of the 20th century was quite limited. Even

in 1968, Price (1968) considered the method of experimentation to be

superior for verifying propositions of organizational phenomena but

predicted that "use of such experimentation will not expand significantly

in the near future."

While there have been some early attempts to use experimental

methodology wit1h organizational research (e.g., Bavelas, 1950; Coch

and French, 1948), a good number of innovative experimental methodology

In organizational psychology had not surfaced until the last 20 or so

years. Nonetheless, experimental methods for organizational research are
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now much more easily available (Fromkln and Streufert, 1976). Obviously,

these methods must differ from those proposed by behavioral scientists

who, are primarily concerned with testing miniaturized theoretical propo-

sitions (e.g., Festinger, 1953). Zelditch and Hopkins (1971) described ,

a number of types of laboratory experiments with organizations that are

possible. The are: .5 .

1. The miniature replica. The experimenter creates
a system having L. *.implete minimum set of units
and ranks as well as other criterion properties
which match the organization.

2. The part replica. The system contains less
than the minimum sets of units and ranks. In
such a system, the experimenter may simulate
the missing units or ranks so that subjects
think of themselves as participating is a
complex organization.

3. The "near" organization. The experimenter*.
creates all or some of the minimal number
of units and ranks and at least one, but
not all other, organizational criteria.

4. The simply-structured unit. The experimenter
creates a system consisting of a single unit
which exhibits none of the defining properties
of an organization. I:.,-

It seems self-evident that the closer the method employed comes to

utilizing a near replica, i.e., the more it represents the system being

modeled -in all its aspects, the more likely it will provide us with

correct information about the functioning of the real system of interest,

even iough a more and more precise replication may not necessarily be
*,.

cost effective (c.f. Fromkin and Streufert, 1976). Nonetheless, some,

albeit limited, evidence suggests that an increase in fidelity of the A,-':!4

model does not always improve the data obtained (Gray, Mayhew and

Campbell, 1974). .*

D. SYSTEMS THEORY AND METHODOLOGY: THE MOVE TOWARD SIMULATION

"We have already considered the organization as a system which should

be studied with a methodology that approaches the system of interest in

complexity. McLeod (1974) has considered this problem in detail. He stated:

",., ,221
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"The development of computer models and the
planning of simulation experiments sophisticated
enough to be useful for the study of the complex
problems we face will require the systems
approach. General systems theory and simu-
lation have much in common, while the ways in
which they differ are complimentary.
Advantages should therefore accrue through
a symbiotic relationship."

Similar statements have been made by McCluskey (1972). This author asserted
that:

"Simulation is a physical procedure of symbolic

representation of certain aspects of a func-
tioning system...certain kinds of systems
require the use of some form of simulation."

The argument that simulations are the ideal research forms for inves-

tigations in organizational psychology have not only come from those who

see a symbiosis between the simulation method and the organizational

system. They have come also from researchers who suggest that simulation

is "natural" as a procedure for eliciting organizational relevant behavior
from individuals. Tallman and Wilson (1974), for example, argued that

games are a universal aspect of human existence and that simulations
are effectively understood as games by the participants (at least

initially). As such, games are isomorphic to social structure. Behavior
which occurs in the simulation is most likely behavior that would have

occurred In the organization, if the simulation was indeed a sufficient

replica of that organization. Such a view has stimulated a great amount

of effort to develop organizationally relevant simulations (see for ,
example the bibliographies of simulation techniques by Rockelein, 1967,,

and Walther, 1975). p.

E, THE USE OF SIMULATIONS FOR EXPERIMENTATION IN ORGANIZATIONAL PSYCHOLOGY

Definitions of Simulation

Before considering the appropriateness' of simulation techniques for

specific problems in organizational psychology and discussing the various

, advantages and disadvantages of these techniques, it may be important to
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consider definitions of simulation. There are nearly as many definitions
of simulation as there are scientists utilizing the simulation method.

A considerable number of these definitions have been collected by Pritsker

(1979). A look at this collection suggests that definitions are as varied •,0
"as the kind of simulation in which scientists are engaged. A scientist

who models events on a computer will likely use a somewhat different
definition than a scientist who employs all manned simulations. The

vast majority of writers, however, agree that a simulation represents
a system that has been reduced in size and is operating over time. For

the present purposes, we will define simulation as the use of an operating

model of a system over time for purposes of experimenting (to reveal charac-

teristics of the model and by implication of the system modeled), of

training (to allow transfer of training to the system being modeled), of

assessment (to measure performance characteristics as they may be expected
in the system being modeled) and 'of theory construction (to construct ,

successively improved models of the original system where the model
becomes the theory about the functioning of the original system).

Bridging the Gap Between Field and Lab

It has already been stated that a simulation experiment concerned

with organizations should use a miniature replica of the organization

wherever possible. However, we must not only be concerned with a

realistic representation of the organization itself; we must also
consider the effect of the simulated environment on the subject (i.e.,

the participant or group of participants) whom we have asked to operate

some simulation model. Drabek and Haas (1971) have suggested
the term "realistic simulation" to describe a method in which the

requirements placed upon participants are both reasonable and realistic.
They suggested that this simulation method requires:

"1) a 'real' group: i.e., a group of participants
who are familiar with the task; 2) that this
group be assigned tasks identical to those it
normally encounters; 3) that this group should
work in a setting where ecological relationships;i"' are maintained as well as 4) an environment, both
physical and symbolic, which is identical to that
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with which the organization normally ',

interacts; and finally 5) the subjects
must not be aware that they are operating
in an experiment."

In other words, bridging the gap between field and laboratory requires

that we obtain high fidelity in representing not only the organization
and its characteristics, but also the experience of participants by
matching the miniature replica to the organization to the fullest

extent possible.

Reasons for the Use of Simulation Techniques

The value of experimentation to permit causal inference has already

been discussed. McCluskey (1972) pointed toward a number of conditions

under which simulation appears to be the ideal form of experimentation.
He believed that simulation should be utilized when: 1) "the expense

and time involved in operating large military or industrial systems
(for experimental purposes) are simply prohibitive." In this case,

simulation techniques should be utilized to make time and expense factors
manageable, 2) Simulations should be used when real-world systems cannot
be used for safety reasons. 3) Simulations are the best choice in

situations where ethical or political constraints keep us from experimenting
with the organization itself. 4) Simulation is the best technique

when past, future or hypothetical events should be explored; for example,
when we consider modifying an existing system or constructing a system
that is presently non-existent. In this regard, Bass (1963) has

emphasized that:

"Only in simulation can really radical innovations
be tried; for no survey or case observation can
uncover, nor can any field study be attempted of
an organizational idea which is untried, untested,
and seemingly uncertain in outcome."

Similar points of view are also expressed by Evan (1971). Finally,

5) Simulation is the ideal research method when control over real-world

events for experimental purposes becomes quite difficult because of their

specific characteristics or because of the potential consequences of such

control.
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In other words, the utilization of simulation techniques for experimental

purposes is ideal when we wish to investigate vwriables involved in the

functioning of an organizational system where we cannot use that system it-
self for purposes of our experiment and where we wish to obtain data that 4.

are representative of the functioning of that organizational system.

Advantages of Simulations

In the last section, we already discussed some situations where
simulation represents the ideal research method in organizational psychology.
A number of additional advantages need to be listed (e.g, McCluskey, 1972).
For example, simulations may be designed for multiple purposes in addition

to experimentation. They may be employed for model evaluation, for decision

analysis, for assessment and for training. Often, a single simulation
technique may be useful for two or more of these. For example, it Is

possible to use the same simulation to first determina how variables in

an organizational setting interact and later to train personnel to optimize
their performance on the basis of that interaction,

Since simulations are operating models of some system of interest,
they necessarily contain a time component. To the degree to which time
can be introduced into the simulation at a sufficient length, changes over

"time, sequences of events and so forth can be studied by the experimenter.
This i-eature of simulations represents a major advantage over other labor-

atory research techniques. Simulations further allow us to simultaneously
control variables external and internal to the system of interest. In
addition, we are able to simplify the complex environment of an organization

to the degree to which it is experimentally desirable and to introduce
experimental variables, no matter what they are, at the level we choose.

Finally, simulation allows us to test and evaluate system performance

economically during exploratory and developmental stages of a system. In

other words, we are likely to learn about the advantages or disadvantages

of the system before it is actually put into operation and before damage

or loss from improper functioning of the system can j.'oduce problems.
,... ,.,'.2
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Of course, one might argue in favor of the use of simulation not
only f9r the sake of a better understanding of the organization, but also

for the sake of better theoretical development. Evan (1971) and
Zelditch and Evan (1962) suggested that theoretical development should
begin by designing simulations'which are very complex and include as many
organizational variables and functions as possible. They stated:

"In the present state of theory, we require
simulations close to the upper bound of
richness, the upper bound being dictated
by the desire to isolate and manipulate
theoretically significant variables without
undue complication."

These authors believe that theoretical development would proceed better
from the more complex to the more simple; i.e., when we understand more

about tha theoretical relationships between organizational variables, we
should be able to develop simulations which are simpler and where ruelation-
ships could be more precisely defined. Other authors have suggested
utilizing simulations beginning with simpler variable interactions to
"construct" an organizational system (c.f., rromkin and Streufert, 1976).

Problems of Simulations

The previous discussion may make it appear to the uninitiated reader
that simulations can be considered the ideal method for organizational
research. Unfortunately, the researcher deciding to simulate organizational
systems would encounter a number of serious problems as well. While
some methodological difficulties of simulations are shared with other
research methods, several problems are inherent in the use of simulation .1

techniques (Tallman and Wilson, 1974). The cost of developing and operating
simulation techniques of considerable fidelity, the staffing requirements,
the 'lab nr computer space and cost (c.f., Barton, 1972) tend to result In
relatively high initial costs.*

*It should he noted, however, that a reduction in cost hy reducing the fidelity
of a simulation me:f not always result in data of lower quality, even though
participants m~y object to the "inadequate" simulation environment (Granda, 0T76).
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More troublesome are other issues, however. Simulations are not

real organizations and as such may lose some of the fidelity of research

that would have been carried out in real organizations. On the other ,. *

hand, simulations do not quite duplicate the precision of the small-

scale laboratory equipment (e.g., Wagner and Palola, 1964). In other
words, simulations represent a compromise which has both advantages and

'w .w p' ,,

disadvantages. While experimental control is maintained in a manageable

size environment, some of the control that would have been available in a

small-scale lab experiment is lost. While a system is represented with

hopefully most or all important characteristics and variables intact,

some important variables or characteristics may have been overlooked

by the experimenter (c.f., Fromkin and Streufert, 1976). To put it another

way, simulation may ivell be the ideal form of experimentation whenever we

need to cope with less than ideal conditions for collecting experimental

data on organizational functioning.

F. SIMULATION TYPES AND RELATED METHODOLOGIES

Simulations were first developed in the physical and engineering

sciences. Aircraft design engineers, for example, might place an operating I.,.

model of a future airplane within a wind tunnel to determine the flight

characteristics of that aircraft. Such a procedure would allow identification \, "*

of potential problem areas and improvement of airframe design. Some

25 years ago, behavioral scientists discovered the value of simulation

for the behavioral, socia', political and organizational sciences (e.g.,

Guetzkow, 1V62; McGrdth, 1964). Thcse researchers suqqested that an
operatinp model of a social organization could be built and tested in

l the same "ashion in which aircr~ft engineers test the design of a fuselage

or wing structure. Mov'e recently, simulation techniques have been

developed for a wide variety o'" purposes,. A number of these techniques

are discussed briefly below. A sh,rt discussion of related techniques

that have at times been inappropriately included 'n the category of

simulation is added primarily to point out their indadequacles as research
methods for complex organizational systems.

A.:** -S~
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Free Simulations

Fromkin and Streufert (1976) have termed the simulation techniques
developed by Guetzkow and associates "free" simulations. In free
simulation 'techniques, participants are free to choose their own courses
of action (within the constraints of their resources and the limitations.,_.Z4•

of given rules). More importantly, they also are free to modify their

environment through their own actions over time. The result of such

organizations that operate as participants in a simulation, produce

different temporal changes in their environments.

Free simulations have been used for a large number of purposes

(c.f., Inbar and Stoll, 1972; Shubik, 1960). Whether this technique
is utilized as a business game (Bass, 1964), to measure international
conflict effects (Driver, 1962), as'a learning experience (Cabell, 1974),
or to study management functions (Lucas, 1979), (to mention only a few

applications) it has served many researchers very well. Many who have j. %I

. ".,.1 worked extensively with this technique view free simulation abstractly
- or as a model of reality. In such a view, free simulation becomes a

"theory" containing various levels of complexity, some of which may be
beyond human comprehension. The relationships between variables in a

simulation are expressed in parameter statements which determine how
actions of a particular group in a simulation may produce outcomes in
interaction with other opposing or cooperating groups. In other words,

such a simulation progresses on the basis of interactions among multiple
variables.

If many a proponent of free simulation is criticized because, for
example, a complex interaction in the simulation is not comprehensible,
the proponent may respond by saying that it is not of interest to understand

how the variables in the simulation interact, but rather to develop an
operating model which perfectly parallels reality. When early researchers
associated with Guetzkow and the Hermanns were able to simulate the
First World Whr in a laboratory setting, for example, the parameters and

scenarios utilized for the simulation could be viewed as a "theory" of
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political and military history during the period from 1900 to 1920
(Hermann, 1969; Hermann and Heymann, 1963).

One primary purpose of free simulation theory is to develop a method
which could predict future military encounters or other organizational
events equally as well as it reproduces previous (or historical) encounters. N
In such a process, the participation of actual persons in the simulation

may, at some point in the model development, be considered unnecessary
because human participants may be replaced by theoretical parameter

relationships. Accuracy of parameter assumptions is, 'of course,
uncertain but may be improved by successive approximation of simulation
results to real-world events. The predictive (and "face") validity
of such a free simulation model at some stage of development is thus

questionable. Whether free simulation theory (modeling) can ever aqhieve
wide predictive applicability remains a contested issue between advocates

and detractors of free simulation techniques. We will deal with this
issue in greater detail in the subsequent section on the use of modeling

and computer simulations.
Aside from their possible value as theoretical models of reality,

free simulations have also been employed for both experimental and

training purposes. The early work of Michael Driver, utilizing Guetzkow's
Inter-National System (INS) simulation, for example, has attempted to show
how stress in a simulated environment may affect the dimensionality of
international decision makers (Driver, 1962). Driver, for example,
demonstrated that differentiation and integration in military decision
making are strongly influenced by both environmental stress and by
the complexity characteristics of the Involved decision makers. Precise

relationships between stress and military decision making behavior were

not obtained in Driver's research, however - partially because his effortsS~~were litmited by the characteristics of the free simulation techniques -

he employed. Since participants in free simulations are able to modify
their own environment over time, the experimenter is not able to induce

certain controlled Independent variable characteristics (in this case,

specific stress levels over time). Driver had to wait until appropriate

stress levels occurred "naturally" in the simulated setting,in order
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to assess their effects. As a result, few, if any, causality inferences

can be postulated on the basis of such research.
Shubik and Brewer (1972) have expressed the advantages and disadvan-

tages of the free simulation ("free game" in their terminology) for
experimental purposes quite well when they stated:

"The free form game is characterized by a scenario
that provides a context within which play is
developed...A key feature of the free form game
Is that positions, objects and rules are
challenged, created and improved as the game
proceeds...imagination and innovation play an
important role. The exercise may be regarded as
a type of brainstorming or interaction that
enables individuals to see features of a problem
not necessarily contained in the scenario. The
quality of such exercises obviously depends upon
the initial condition and the nature of the
referee or control. How good is the scenario?
"How valid and inspired is the guidance of the
control team, the referees and other contributing•_m ~~experts?"•p...

"In terms of what a free form exercise produces,
there are two intimately related arguments that
appear, but actually are not, mutually
contradictory. Free form ganmes, it is argued,
are non-scientific because they are not replicable
and because they generate nothing that yields
tangible research results. Analysis is not
possible during play because the momentum of the
game and the wishes of control override a
researicher's desire to stop, speed up or slow
down activities for his own purposes. Measurement
destroys or at least contaminates the thing
being measured."

"On the other hand, those who have the
necessary monitoring and recording equipment, ,.
lament that too much information for postgame
analysis is produced and that there are few
effective means to manage and analyze it. The
issue seems to hinge on the identification of
reasonable, interesting and manageable units
of observation..,These two points of view hint
that tangible research r'esults can well be
obtained from free form games if one is able to
"figure out effective data management, reduction and
analysis procedures. The potential exists but we

', have not yet tapped it."

/40
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Effective management of simulation methodology and data collection

is obtained by modifying free simulations to maintain experimental
control, particularly by adding control in the time dimension. some
researchers have added partial time controls to their free simulation
efforts (e.g., McCall and Lombardo, 1978, who utilize a technique under the
name "Looking Class, Inc." in which some control over information reaching
participants over time Is feasible. Similar efforts were also reported

by Nagasawa, 1970). More complete control over the time dimension has
been achieved by the experimental simulation technique (c.f., Fromkin and
Streufert, 1976).

Experimental Simulation Methods

McG'ath (1964, 1966) has emphasized the importance of simulation
for experimental purposes. In his 1966 piper, he stated:

"By experimental simulation, we mean those studies
which attempt to recreate or simulate the central I,,, '
features of some set of phenomena which are of
interest and then to study those phenomena under N
relatively controlled conditions...Tne laboratory __

study is deliberately artificial in the sense
that a physicist is artificial when he studies
bodies falling in a vacuum. The experimental
simulation, on the other hand, tries to create
much of the 'realness' and 'flavor' of the
'real-life phenomena' themselves, thereby the
researcher hopes to gain the advantages of real
motivation and the operation and interaction of
many relevant variables."

In other words, experimental simulations as defined by McGrath are:

"Empirical investigations which attempt to create
a relativel, faithful representation of an
organization under quasi-laboratory conditions,
set that simulated organization into motion andstudy the operation of that organixation as ittis expressed in the behavior of humans who are

assigned roles within it."

McGrth further argued that:

"Experimental simulations provide a most effective ,,
setting since they offer an optimal balance of
compreh;nsiveness and efficiency." (McGrath, 1966)
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Those "experincrtal simulations" which in the earlier years of
organizational psychology followed the recommendations of McGrath

tended to operationolize their independent variable by creating differ-
ential starting points for different groups of participants that were
placed into the simul~ation. To obtain experimental control over independent
variables across time, as well, Streufert et al. (1965) and, in a

separate effort, Drabeck (e.g., Drabeck and Haas, A967) developed
__xperimental simulation techniques which incorporated control over the
-time variable. Participants placed in this form of simulation believe
that they are interacting with an ongoing environment and that their own
actions, behaviors and decisions affect that environment in turn. In

other words, they believe that the outcomes:to which they themselves are
exposed in the future are in part direct effects of their own previous

activities. In fact, however, experimental simulations utilize an
enviroi,,ont which is under complete control of the experimenter. The
experimenter may select one or more independent variables. He or she
manipulates these variables over time according to the design of the
research. The events to which participants are exposed reflect the
operations of independent variable manipulations, not of participant
behavior. If experimental simulations are well designed, the participant

will never realize that hi s or her behavior" is without direct effect on
future outcomes.

Obviously, this technique has greater advantages for the experimenter
who wishes to measure the effects of a number of widely controlled
variables in complex, real-world-like environments. The technique has
proven itself invaluable in many experiments in a number of organizational

settings and has produced useful data for the theoretical re'earcher
and for the applier within real organizations. (See, for example, the
research of Streufert and Schroder, 1965; Streufert, Suedfeld and Driver,
1965; Streufert, 1970a and 197nb).
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Differential Forms of Experimental Simulations

Klimoski (1978)* has suggested that experimental simulations be

subdivided into a number of categories. He described the kind of

simulation favored by McGrath (1966) as enactment simulation. Here

individuals with different viewpoints, values or objectives may be

brought together to reach agreement on some currently important or
volatile issue. Participants are told that they must reach agreement.

Experimental control can be maintained over the beginning point of the

simulation and many replications are possible.

A second type of experimental simulation identified by K1imoski

is the "strategic simulation." Klimoski suggested that:

"Strategic simulations do not take advantage of
real or continuous group differences, but instead
collect individuals in ad hoc groups and attempt
to create differences...Having invested a good

-! deal of energy, the subjects become identified
with their product. The solution becomes linked
to the group, Its identity and the self-image of
"its members. Thus, when confronted wit h anothergroup and its answers which are inevitably

different, the intergroup behavior of subjects
parallels that of ongoing long-lived groups."

Klimoski identifieo a third simulation category as "role-playing simulation."

Here individuals and groups are to assume the role of another person or O..

another group and are asked to act appropriately to that role: i.e., to

behave as the other person or the other group might behave. Subjects

typically are to respond in their role behavior to a situation that has

been defined by the experimenter. 4.

Neither of the simulati(n categories which were defined as "experimental

simulations" by Klimoski w,:uld likely be considered experimental simulations

by such writers as Streufert et al. (1965), Drabeck et al. (1971), or,

Fromkin and Streufert (1976). Particularly the role-playing category

seems quite inappropriate to experimental, simulation technology. (We will

deal with rele playing in greater detU'l below). Drabeck and associates

", Note that Klimoski is viewing simulation from the vantage point of a
researcher concerned with negotiativ)n and communication.

4" ,; ' , a..
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and Streufert and associates would consider an experimental simulation
technique to be a method where participants are exposed to a pre-programmed
environment over time, an environment which they believe is responsive to
their actions. In other words, both the differential beginning points
and the time based manipulations would respond to independent variable
requirements. As Streufert and Suedfeld (1977) have recently pointed ,
operation over time is essential to define a research method or simulation,
and control over time is essential for qualification of the method as
experimental (as opposed to free) simulation. This definition would
eliminate role playing and paper and pencil experiments (the so-called
jury simulations) from the experimental simulation category. It would
on the other hand, consider Driver and Hunsaker's (1972) (also Hunsaker and
Hunsaker, 1974) Luna Colony Simulation, Sung and Castore's (1978) decision
making task and Hunsaker's (1978) adaptation of Streufert et al.'s (1965)
Tactical and Negotiations Game as potential experimental simulations, since
they can be operated with control over the time dimension.

Anotner form of experimental simulation technique has recently been
suggested by Streufert and Swezey (1980). This technology is based on
previous research by Streufert et al. with the Tactical and Negotiations
Game for the Office of Naval Research. Streufert and Swezey suggest that
it is possible to design a quasi-experimental simulation which combines the
desirable effects of free simulations with those of experimental simulation
techniques. Basically, such a method would provide participants with some
direct feedback based upon their previous actions. However, it would also
allow retention of experimental control over relevant experimental variables.
"Such a technique thus borrows control of independent variable manipulation
over time from experimental simulation methodology, but applies that control
only to variables which are of specific interest in an experiment. Other
variables which may be held constant, randomized or eliminated in experimental
simulations can be freed to vary "realistically" as a function of actions of
participants and of established parameters.

The conceptualizations on which quasi-experimental simulation
technologyare based are quite similar tu the thoughts on which Campbell and
Stanley (1963) base their quasi-experimental research design paradigms. If
a setting of interest to the researcher Is too complex to fit within the ,
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rather rigid and restrictive requirements of standard experimental

simulation technology, quasi-experimental methods may be used to allow

the setting to remain more "natural" yet to gain necessary control over

important components of that setting and, thus, to allow inference of

causality in predicting dependent variable data from independent variable

events or manipulations. Quasi-experimentation is then,a compromise

between the limitations imposed by working with real-world phenomena and

the desire to obtain meaningful and reliable data. The experimenter,

using quasi-expei-imental simulation technology, can, of course, select

specific variables to be manipulated as well as others that are left

to vary freely with the actions of participant subjects. Obviously,

the independent variables must remain under experimenter control. Those

variables that are likely to Interact with the independent variable should

also be controlled. To the degree to which control can be extended to

additional environmental and systematic characteristics in the simulation,

the advantages of experimental simulation methodology in the narrow sense
are approached and the problems associated with free simulations are

reduced. To the degree to which control is relaxed, realism may be

Some Problems Encountered with ExDerimental Simulations

Many of the problems.experienced by researchers working with

experimental simulations are the same problems that are common in other

fields of studies and in other laboratory experiments (c.f., Scott, 1965;

Weick, 1965). The majority of the criticisms listed by earlier authors,

e.g., unrepresentativeness, lack of involvement by participants, etc., have

been resolved (c.f., Fromkin and Streufert, 1976). Nonetheless, some

problems remain.

Earlier in this paper, we stated that any simulation must be a

compromise. This characteristic holds, of course, for experimental .

simulations as well, There are, in addition, two problems which are more A!

or less specific to experimental simulation techniques. First, experimental

simulations are completely or widely preprogrammed in the Information they

present to participants. This preprogramming, if done with extreme care

and with sufficient pretesting, _aqr utake the information reaching the
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participants appear realistic. The degree of success in obtaining realism

is however highly dependent on the relevant experience of the experimenter
and on his or her willingness to spend considerable time and effort in
pretesting the simulation. Of course, the less the experimental simulation "
approaches a quasi-experimental simulation, i.e., the closer it comes to o%,h
total and verbatim programming, the more difficult this problem becomes
and the more effort is necessary to resolve it,

The second problem of experimental simulations derives in effect from
an advantage these techniques have. Experimental simulations, even though
expensive to design and operate, tend to be relatively inexpensive per %

unit of data collected. While up to three or four independent variables
may be used simultaneously (superimposed or interactively manipulated),
a very large number of dependent variables can be collected at the same time.

It will be obvious to the experienced researcher that several dependent
variables in the same experiment cannot he independent of each other and :i

that all of them could be affected by the same effects. In other words,

as Holmes has stated:*

"Continuous nature of simulation, although highly
desirable because of its realism producing effects,
works against the possibility of computing measures
of reliability."

Fromkin and Streufert (1976) have suggested some solutions to problems of
this kind, By replicating certain independent and dependent variables 4> • .
"in subsequent experimental simulations runs, the reliability of experimental

findings can be ascertained or at least estimated. "1. -.

Computer Simulations and Model Building
, To some degree any simulation, no matter whether it is run entirely

on the computer, whether it operates in a man-machine interaction, or
whether it is staffed only with participants, represents some kind of model.
Even the environment to which participants in an all-man simulation may be ,a. )., \ '9

exposed, and the instructions they receive (i.e., the rules under which the
simulation takes place) must represent some abstraction from reality. This

* Unpublished manuscript.
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abstraction follows the conceptualizations of the experimenter (or

trainer, etc.) of what certain systemic characteristics are, how they are
affected by participant actions, how they interact with each other and
so forth. Without such minimal models, no simulation could function. ,
They represent all or part of the scenario.

In this section, we will not be concerned with scenario models for
manned or man-machine simulations, but will focus primarily on the
theoretical and mathematical models which simulation researchers have
designed to interpret previous real-world events, to explain and

analyze current events, and to predict from a theoretical basis what
might happen in the future. Typically, these models operate without
participants and are based on parameter assumptions of the experimenter
or modeler.

Simulation researchers who are concerned with computer simulations
(e.g., Greenblat and Uretsky, 1977) suggest that all abstractions are a kind
of model (Schultz, 1974) and that several model types exist. The most
familiar form is the verbal model which we encounter on a daily basis in
oral and written communications. The verbal model may be modified by
communication aides; for example, it might include statements that are
presented in graphic or similar form.

More sophisticated is a theoretical statement presented in symbolic
language, i.e., the mathematical model. The use 'of a mathematical model
generally implies the ability to define independent and dependent variables,
existing relationships, and to specify possible or permissible values.

Lastly, there is the physical model as used by architects, urban
planners, etc. According to Greenblat and Uretsky (1977), all these models
share one limitation: they demonstrate the structure of a reference system,

but they cannot display the functions of a dynamic process within the
system. In other words, they are static. In contrast, computer simulations

are operating models, i.e., they are affected by the lawful effects of time. ,.\ /

Greenblat and Uretsky further stated that:

"All model building then entails abstraction and
representation from a larger reference system.
Central features must be identified and simplified
while less important elements are omitted. There
is, thus, an implicit recognition by the model
builder that selection must be made among charac-

%~ 1,



teristics. The final product will not
possess all the characteristics and complexity
of real form, as the purpose is to create a
scaled-down version that is more amenable to
analysis or more effective for teaching. In
the simulation, in addition, the parts must
be assembled so that they operate in a
manner similar to the real-world system."

"...(Computer simulations) are frequently
and effectively used as a mechanism for
developing theory. In this sense, the
designer does not start with a theory
and then try to develop a model that
conforms with the theory. Instead, one ".'begins with a set of phenomena, and tries

to design a model (or series of models)
that will conform to the phenomena in
every important respect. Results, from the
execution of these simulations are then
checked for empirical validity and face
validity...Discrepancies are generally found
to indicate that the observer had an improper
"understanding of some aspect of the system
being modeled." (Greenblat and Uretsky, 1977).

" Modeling via computer simulation, in other words, is an attempt at successive

approximations toward a system of interest. The quality of the model must

depend on the parameters specified and the knowledge about or correctness
of the assumptions about interactions among all relevant parameters. If

the assumptions are indeed correct, the computerized simulation model

can have vast predictive usefulness. To quote McLeod (1974):

"...simulations ... together with other techniques .... •
can serve as a more dependent planning tool than
any other technique we now have available."

Yet, computer simulation for model building purposes has often been described

as both an art and a science (e.g., Mihram, 1976), and the quality and

insightfulness of the "artist" must necessarily affect the outcome.

Certain systematic problems appear particularly useful for modeling.

As Fromkin and Streufert (1976) have pointed out, the human mind cannot

understand the complex interactions among a multitude of variables which

are active in many complex organizations. The analytic scientist may wish

to reduce the number of variables to a manageable few, but he may lose the
essence of the system he is trying to understand. Reductionism has not been
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attacked so widely by practitioners without good reason. Attempting

to understand the system as a whole as well as can be achieved may well
be the ideal task for the computer simulation modeler.

"....the best use of (computer) simulation occurs
when the phenomenon addressed (not discarded or
ignored) is not readily amenable to analytic
formulation. For such phenomena...(computer) ,
simulation is the agreed upon modus operandi
for scientific inquiry." (Tuggle, 1978).

Yet even in computer simulations, some variables must be excluded.
Not all parameters and parameter interactions known are calculatable from

other parameters and 'heir interactions. For that matter:

"If all interactions were taken into account, the
deve1o-ment of a model of even the simplest system
would grow into a model of the world - if not the
universe, Fortunately, practical considerations
can be served without sacrificing the usefulness
of the model...So, we make simplifying assumptions.
This is not only permissable, but necessary.
However, determination of what assumptions should
be made is both the most important - and the most
difficult - Job that a modeler must undertake."
(McLeod, 1974)

and,

"...the aim (of. computer models) Is not to mirror
in detail the actual functioning of a social
system,..instead...to program into the computer
certain theoretical processes and then to see
what kind of behavior they generate. The aim
is to put together certain processes at the
individual and interpersonal level...and then
to see what consequences they have at the level ',

of the larger system (Coleman 1961, c.f., also
Ruggiero, 1977, Tuggle, 1978.5"

V Obviously, whether or not some component of the system of interest can be

eliminated from consideration would have to depend: 1) on its own direct

effects upon or within the system, and 2) on the level to which it tends

to interact with other systemic variables. If its effects are clearly
negligible (for some specific analysis), then it may be ignored. McLeod

(1974) suggested a specific method for determining the importance of potential

system components for inclusion in computer simulation models:
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"If the modeler checks the dynamics of
his model by noting the reaction with,
and then without, Invoking the simplifying
assumption in question, and the only
difference in the simulation outputs is
down near the noise level, then the simpli-
fying assumption is certainly justified."

Certainly simplification of the model is of value if it is to be

manageable. On the other hand, fidelity of the model would suggest thatII. It approach the system to be modeled in all important aspects. Where should

one draw the line? Tuggle (1978) has written extensively about this

particular problem. In his view,

"Explanatory power is shown to be an increasing
function of theory content, and explanatory
yield is shown to be a decreasing function
of theory content."

The choice of the degree of detail from the original system that is to be

included in the model would have to depend on the necessity for obtaining

a particular degree of explanatory power as a function of cost per unit

of explanatory yield.
Once a model of a particular size system has been developed, it can

be be tested via the Monte Carlo method. The classical Monte Carlo

simulation approach characterizes the environment by a probabilistic

model with judgmentally preassigned structure and parameters. Any one
specific trial can then be generated by the Monte Carlo method. A set N
of such trials represents a random sample producing a random probability

distribution of outcomes based on the model. This outcome set can be

conceived as an estimate of the functioning of the model under the conditions %.
which the data levels Introduced into the simulation represented. Repeated

runs of the model at divergent input levels would allow for comparative 44

system functioning estimates (some of which may be compared with the "real"

system that is being represented by the model, assuming the real systemhas expe,'tenced equivalent input levels).

"Several writers have expressed deep concern whether such modeling

approaches and Monte Carlo techniques can work. j
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Brown and Watson (1977), for example, have staLed: .*..W

"To obtain an adequate representation I.

of an extremely complex environment (such ... _"

as that of a military engagement) requires •ti
a massive modeling effort, yet it is not
clear that any feasible amount of effort
would be able to produce a prestructured
environment that captures the essential
features of the actual environment." " -

Other writers would agree with such a doubtful posture (e.g., Rousser and
Johnson, 1975; Fromkin and Streufert, 1976).

Some additional doubt has been thrown on the use of computer models
because of the difficulty of matching data obtained from field observation,
from manned simulation techniques or from experiments with the results
of computer models of the same processes (e.g., Hare, 1970; Hart and
Sung, 1976). Of course it is not certain whether the differences among
these methods are due to "error" in human behavior, or whether they are
due to poor representation of human or other system behavior via the
models. There are certainly a large number of researchers who are
confident enough in computer models to utilize them for the analysis of
quite diverse problems (for example: decision making, Aitchison and Moore, ." ,
1976; action analysis, Seltzer, 1973; audience behavior, Lashbrook, 1971, 00J

Lashbrook and Sullivan, 1973; and extreme conflict, Cole, Phillips and
Hartman, 1977, to name just a few). In addition, a number of writers have
argued cogently for the usefulness of computer models for applications
to problems of real systems, varying from the behavior of small groups
on one side to international conflict on the other (Gillespie and Zinnes,
1977). Nonetheless, as we have discussed above, this enthusiasm and
confidence is not shared by a number of writers.

What are the alternatives? Brown and Watson (1977) suggested that

the use of modeling via computers at a less complex level may be combined
with the use of manned simulation techniques: (.:

"Here some or all of the environmental response
to the stimulus (decision aiding system) is
generated by Military experts who serve as
an environmental 'surrogate' for such factors .:
as enemy reaction, or whether that might affect
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the performance of the system. Contingencies
do not, therefore, have to be anticipated
ahead of the exercise, as in Monte Carlo
simulations. A sophisticated form of war
game can be obtained with the use of the
step-through simulation approach, where
probability distributions (rather than

A.single responses) are supplied by the ••

environmental surrogates as called for,
and then they are randomly sampled. The
output of stepithrough is Indistinguishable
from Monte Carlo. However, like other
types of war gaming, it is cheaper and
less liable to incorrect structure than
conventional (computer) simulation and
thus appears more appropriate in general
for present purposes." (Brown andWatson, 1977),'•

To summarize, computer simulation models appear to be a needed,

but as of yet insufficiently developed, approach for the analysis and

prediction of the functioning of complex systems. There is considerable
disagreement between those who utilize computer models and those who

express doubts about them. At the present time, It appears wise to

the present authors to either allow more time for the developmont of
better computer modeling techniques or to at least combine computer
models with manned simulations for comparison.

Man-machine Simulations

As we have neen, computer sIimulations of systemic behavior tend to

operate gal on the computer (with some exceptions). The human component
in those simulations is typically automated via parameter assumptions

as well. In contrast, man-machine simulations employ both human parti-

cipants and compute-es. This form of simulation may either utilize the

computer in an auxiliary function (for example, in a simulation of an

organization the computer may represent some unmanned subsystem) or the
computer may play the part of an opponent (either according to some •

preplanned experimental strategy or with responses that are calculated on

the basis of actions taken by the manned component in the simulation).
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In other words, in man-machine simulationi the computer fulfills

part of the systemic requirements while other parts are fulfilled by
human participants. Typicallythe parameters for the computer components

of the man-machine simulation are fixed, although in a few of these

simulations they may be overridden or permanently modified by participants
(e.g, Eliason, 1973).

Man-machine simulations have the same wide potential for application

as do free and experimental simulations. They may be utilized to measure

and predict an individual's effects on the organization (e.g., Jones and

Jones, 1978) as well as the effects of organizational subsystems (e.g.,
Robins, Buffardi and Ryan, 1974). Man-machine simulations may be planned

as either free or as experimental simulations. In another application

of computer technology, the computer may replace one partner (or opponent)

in experimental games (see the discussion of games below). Most of the
advantages of such man-machine methodologies parallel those of the most
similar simulation or gaming method and consequently need not be discussed
in detail In this section.

Games The attempt to use games to predict organizational behavior was

extremely popular in the time period centering around the 1960s. While
most of the impetus for the use of game models of organizational behavior
came from social and quanvitative psychology, some organizational psycholo-

gists have attempted to model system behavior via games as well (c.f., Fromkin
and Streufert, 1976). Games are techniques where specific and limiting
rules are provided, and players usually have very few alternatives for

use in responding to the action of other players. As such, games tend to
be simplifications of real-world events. Games (by the definitions

provided in this paper) may be either "free" or "experimental." Thus, .. -+

game players may operate either against a predetermined or fixed program,
or against a responsive program or opponent who is present in person.

While games may be useful in certain constrained alternate choice situations,

their general utility in organizational psychology is extremely limited.
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Shubik (1970) (discussing the Prisoner's Dilemma Game) has clearly

stated the problems of games:

"(The game's) simplicity makes it most attractive as
a paradigm to explain human behavior. Furthermore,
it is easy to experiment with. The very simplicity
of this game is a danger. Analogies between it
and human affairs are best employed to study their
inadequacies and to pinpoint what has been left
out, rather than to claim how much of the world
can be packed into a 2 x 2 matrix." 4--..

Indeed, more complex (and adequate) games have been developed since

the early work of the Prisoner's Dilemma Game. But even the more complex

games are inadequate by comparison to simulation techniques proper,

and probably should not be considered in the same category. As games '.

become more and more complex (and more adequate) they begin to resemble
-•Iresearch methodologies that are better defined as simulations rather than

as games. Such methods are discussed under simulation headings. It

would, consequently, be inappropriate to consider gaming technology at

length in this paper.

Role Playing

Some writers have suggested role playing as an alternative to simulation

or have not distinguished between role playing and simulations (and games)

as a basis for organizational research methods (e.g., Crano and Brewer, 1972).

In role playing tasks, a person or group of persons imagine themselves '"•

to be in the role(s) of others, and try to behave in the fashion they

think these people would behave. Early investigations of role playing *,.,..,

(comparison research between role playing and other techniques) has shown

that role playing can reproduce main effects that are obtained both in

experimental simulations and in post hoc analysis of real-world

events. However, role playing technqiues rarely, if ever,

demonstrate the complex interactive effects that other research techniques .

or real-world-based observations can produce. Role playing, thus, is

useful only in very simple settings and is, therefore, probably not
applicable to research with complex organizational systems.
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In-basket Techniques

-*• In-basket techniques (see Finkle, 1976) can be compared to
simplified versions of free simulations where narticipants respond
to incoming information (i.e., problems) which are presented by an
expcrimenter. The participant is typical-Ly asked to make "appropriate"
responses or decisions within specific rules and environmental constraints.
In-basket techniques may be useful for research in organizational sub-
systems (e.g., Shapira and Dunbar, 1980), if relatively simple decision
or response tasks are required. These methods are, however, much less
useful as the setting and the task requirements of any system become
more complex. Consequently, they will not be considered further in this •',,> f
paper.

G. SIMULATIONS AND TRAINING

Thus tar in this review, we have been concerned with organizational
simiulatlon techniques for the purpose of research, including model building
and theory construction. Another major use of simulation in organizational
psychology has not yet been considered in detail: the use r timulation
"for training purposes (c.f, the review by Ruggiero, 1977 ano the discussion
of dimensions of simulation by Crawford, 1966). We shall again refer
to McCluskey (1973) who wrote:

"Simulation provides an excellent environment for '. J.
training personnel to function effectively in a
system. Many of the variables in the learning
environment may be controlled and measured by the
instructor so that he may make adjustments in the
programs to meet the individual needs of trainees.
In addition, the simulated situation will provide [,•
the trainee with imnediate knowledge of results
without the detrimental consequences of incorrect

"* .• .actions in the real world." - ,

Obviously, there are considerable advantages to using simulation
- techniques for training. Participants in the simulation not only N3% A

receive feedback whether their actions were correct or incorrect, they
also obtain first-hand experience with the functioning system-- making
their experiences more "real" and probably allowing them to better remember
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the direct relationships between their actions and the relevant outcome.

The potential for training in a wide range of tasks is given. Training
in a simulation has been used in such disparate areas as consumer credit
(Anderson, 1970), American history (Baker, 1968), management of community
mental health centers (Hallenbeck, Gallaher and Warren, 197i), political
perceptions (Livingston, 1972; Livingston and Kidder, 1973) and economics
(Wing, 1966), not to speak of the extensive use of training simulations
in the military sector. As Ruben (1977) puts it:

"As has been noted on numerous occasions in the
literature.. .simulations. . .have numerous strengths
at face value at least. They are generally ,._
constructed with a problem focus, and as a result,
they successfully motivate participants. They
facilitate questioning, inquiry and structural
learning in addition to teaching specific content. ,;;
Also ... real-world time and space constraints can
be minimized or eliminated. Participants need
not wait days, months or years to gain some
sense of the consequences of their decisions
and actions."
"Experimental techniques also seem particularly
useful for helping participants understand and
learn to cope directly with the complexities
of personal and social change and the ambiguity
whic~h accompanies these processes...Risks,
responsibilities, and severity of outcomes
can be controlled, making it possible to fail..
without experiencing the full consequences...
Simulations...can be an important aid for -,
learning about the functions of rules and
;ocial systems, their universality, their
fairness, their enforceability, the means of
enforcement available and their Justification."

There are few who would question whether training via simulation
techniques is possible. Yet it must be remembered that simulations are .

not inexpensive. Consequently we should raise the question as to whether ..
sir:olation is a cost-effective means of transmitting knowledge to organi-
zational personnel. In standard classroom instruction, if film materials
and so forth would have the identical effects as simulation participation, .,

then the use of simulation techniques is probably unnecessary.
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A number of researchers have attempted to establish the respective

value of simulation in contrast to other techniques for training ,

purposes (e.g., Chartier, 19721 Druckman, 1971; Fennessey, Livingston,

Edwards, Kidder and Nafziger, 1975, Lester and Stoal, 1979; Weltz and

Adler, 1973). While a few researchers have obtained greater performance
improvement scores via the use of simulations (e.g@. Woif, 1973), most ýA

researchers report equivalent improvement for simulation participants

and for persons trained by conventional methods (e.g., Chartier, 1972;

Lester and Stoil, 1979) or via films and discussions (Fennessey et al.,
1975). A reliable finding, however, is the greater satisfaction which

simulation participants express after the training Is completed. The

data of Weitz and Adler (1973) would suggest that the failure to find better

improvement scores for persons trained in a simulation may be more

useful than other methods since it provides an "ecology of discovery"

above and beyond any development of systematic knowledge (Druckman, 1971).

At the present time, then, we cannot argue strongly for the use of

simulation in training when the only purpose of training is the transmission

of specific knowledge to the trainee. In contrast, when a more general

orientation is to be learned, training via simulation methods is likely

quite useful.

Free vs. Experimental Methods in Training Simulations

Rkst existing training simulations tend to lean toward a free simulation

approach. Training simulation participants are typically exposed to an

environment which requires an action or reaction on their part. The feedback

received by participants following an action tends to provide positive or

negative reinforcement, indicating whether an action (or reaction) was or

was not appropriate. In more complicated cases, of course, the feedback

received may be indirect, may require interpretation or may be due to the

interaction of several activities in which the simulation participants have

engaged. Let us consider, for example, training personnel in a battle

simulation task. Decisions made by participants have effects which would

feed into subsequent events. These events, themselves, also require L, ,

responses. For such an iterative process, free simulation techniques are,

of course, ideal. For training to be effective, however, participants must
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4'. .. 4be able to understand the effects of their actions as they relate to
subsequent sequences of events (e~g., enemLy reactions, etc.). For
example, a participant must understand why action X, performed at an hr

~h early point in time, may have a different effect than the same action at
a later point in time, i.e., after conditions have changed via subsequent

*actions Y, Z, etc. The mov-e complex the simulated setting and the greater

"the numbers of interaction with outside systems, the more difficult it

is to communicate and to grasp reasons for differential reinforcements
of the same action.

Ruben (1977) has pointed out un hese problems and some others. He has

stated:

"Against the backdrop of potential e nd promise,
remain a number of persistent and generally
unaddressed concerns and criticisms. A
number of them focus generally on the trainer, dt
instructor or teacher.' All too often, it
has been argued that trainers and instructors
utilizing games and simulations lack the
necessary expertise, familiarity and background.
"In many cases, users conceive of experimental
methods as the anacea for all problems of
education. Ith gas been pointed out that
largely as a product of the way such activities
are used, effective outcomes are more probable
than either cognitive or behavioral ones.
It is argued that users often devote more
attention to broadening their repertoire of
activities than to considering when, whether
or why to use them."
"Other more basic issues of concern focus
on the conceptual and historical underpinnings p.

of the field. Considerable attention has been 4-.-

devoted in eAperimental learning to considering
specific manifestations - games, simulations,,

Sla4structured exsrcises, the encounter group and
other group methods. Considerably less effort
has been devoted to developing t general frame-
work which explores similarities between onek

* '.:l.~game and another, between games and simulations,
simulations and encounter groups, or simulations
and structured exercises. How the design
selection andeutilization of experimental
techniques can be related to particular instruc,,
tion objectives is also an issue of some concern;
and it has been suggested that research is
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needed to explore the extent to which
particular experiential activities are
capable of facilitating specific sorts of
pedagogical outcomes.." '

While the quality of the trainer and his conceptualization of his
work is, of course, dependent on the individual, the group or the organi-",

zation who is Involving the trainer, some of the other problems pointed

out by Ruben can be resolved. Experimental simulation techniques eliminate

some of these problems. Since the experimenter controls events experienced • "N

by the simulation participant over time, he is free to reinforce

appropriate behaviors whenever they occur. Such reinforcerients need to

be limited to specific response categories (i.e., finding the correct

solution in a problem-solving task). They may apply equally well to more

complex behaviors (e.g., positive reinforcement may be provided when

a decision making solution integrates various incoming information when

specific action would lead to the optimum outcome according to pre-

establised parameters). Thus in an experimental simulation, a trainer • 'r

has a more direct capability to enforce appropriate or inappropriate

participant actions. In this fashion., the experimental simulation appears

to be a preferred training tool (c.f., the use of experimental simulations

or similar methods by Hunsaker, 1978; Livingston, 1972; and Livingston

and Kidder, 1973).

Some limitations, however, also exist with experimental simulation

training techniques. To the degree that a simulation ,requires a range

of choices which may produce divergent results, the experimental simulation

in a training paradigm may lack some credibility. Similarly, if a

training program is aimed at providing a detailed understanding of the

flow of events between decisions, outcomes, future decisions, and subse-

quent outcomes, an experimental simulation may not adequately serve the

purpose. .* -
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H. UNIQUE REQUIREMENTS OF TRAINING-ORIENTED SIMULATIONS,

In other contexts, It has been suggested that training-oriented .,,-

simulations should have several unique characteristics (Swezey, 1978).
First, they must reliably represent a real situation. Here representation
is meant to imply that the simulation portrays certain important situations

or other characteristics which allow the experimenter to manipulate those.

portrayed characteristics for training purposes. Second, training-
oriented simulations must retain control over their represented charac-

teristics. The central aspcct may in some cases define the differences
between a simulation and an operational environment. In the operational

environment, a situation may often be essentially uncontrolled. The
requirement for planned variation is the differentiating characteristic
of the simulation. Third, simulations are often designed to deliberately

omit certain characteristics of the input 'Into that system. Reasons for
the deliberate omission may include several factors:

1. Certain aspects may be considered to be
unimportant.

2. Aspects may be omitted because they are
considered to be dangerous, prohibitively
costly to represent, or because they are
otherwise not feasible for the simulation.

3. Characteristics may be omitted in order to
eliminate unpredictability.

This, in fact, is often the rationale used to argue for controlling aspects

of simulation. Elimination of unpredictable variance by controlling

situation variables is an important benefit of experimental simulations
over free simulations and operational context.

As has been discussed elsewhere (Biehl, 1966), the fundamental

problem in the area Qf training-oriented simulation is to optimize an
equation which includes at least three components: simulation fidelity,

transfer of training and cost. Basically, the idea is to create a
situation which accurately locates the simulation fidelity level that is

appropriate for creating large amounts of transfer from training to Job
performance at a point where additional training and transfer increments
are not justified in terms of added costs. This is the point of diminishing
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returns where, if simulation fidelity is increased, additional increases

and transfer of training are not proportional to the increases in cost.

To summarize, while a large number of the "free" training simulations

have accomplished their goals of providing transfer of training from the

simulation to the organizational environment and in some cases have even

given the trainer the opportunity to learn important facts about the

organizational environment (c.f., Druckman, 1971), it appears that the

increased use of more experimentally oriented simulations would be

extremely helpful in a number of training efforts,

I. ASSESSMENT A.' -

Whether or not trained in a simulation setting, the performance of

personnel may be assessed by simulation techniques. Often it is difficult,

expensive or dangerous to employ the operation of a real system to estimate
the performance capacity of e person or of a group (or subsystem) within

the operating system itself. For example, if one wishes to study the

quality of military decision makers in a battle setting, an assessment

in time of peace can best be accomplished in a simulation. Such

assessment simulations have been used quite successfully in military and

industrial organizations of various kinds (ccf., Olmstead, Cleary, Lackey

and Salter, 1976; Olmstead and Elder, 1977, 1978; Shirts, 1974; and

Lashutka, 1977).

J. SUMMARY

This section of the report has been concerned with methodology in a

systems approach to organizational psychology. It has been argued that
simulations and related methods appear most applicable to organizational

systems. The various methods have been described and their advantages and
disadvantages (where applicable) have been pointed out. An abbreviated !N

overview of the advantages and disadvantages of each method is provided

in Table 18. 4
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TABLE 18.

THE VALUE OF VARIOUS METHODOLOGIES RELATED TO
SIMULATION METHODS FOR ORGANIZATIONAL SYSTEM$.

- L?

6n. dh 1

4JA

Applicability to var. ++ ++ 04+4 +41 +' ++ 4444

Mne4 0 4 4 40 +

Potential

Potential Interference -- -+ ++ 44 44 ++ ++ s+ +4 ý

with System Functions

OpratingfRather than 44 44 44 +4 44+4 4 + -4 4 44

ikpianatory 440 4+44 0 - - I ?NA KA MA
PowerII

Causal Inference + ++ - 4 1~ + . 4 0 HA IIA NA
N. Potential

Usefulness for Theory 44 4 44 4 0 . 0 +4 NA NA NADeV. In Org. Psychology
Usefulness for 0 + G 0 0 - 0 +4 NA NA NA
Modeling

Absence of Large Time 0 00 0 0 0 + + 44 +4 + + 1"4

Requi renoet,

VLow Cost. . . . . . . . . . . . .. + +- 1 0 0 0

High Data +4 + 4444+ 0 0 NA A
Y iold 4TONNN
Safety * 0 4 4 4 + + + + 4' + + +

Few Ethical or ++ + +4 + + + +
4. 1%Political Constraints

Absence of Error +. 04 + -
Potential -- - 1...

NA anot applicable 0 a Intermediate
4+ ver iie- - a sonmwhate negtive

me at positive S very negative
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8. SUMMARY AND RESEARCH NEEDS

The literature reviewed in the previous sections of this report
identified organizational characteristics and processes which: (1) can

be understood within the framework of systems theory, and (2) are
relevant to the effective functioning of an organization and its members.

The literature was reviewed In terms of six dimensions of organizational

behavior and systems concepts. A brief summary of the literature for

each factor follows:

Factor I: Multidimensional Information Processing

Organizations may be viewed as open systems which interact with

their environment via information inputs that are classified, differen-

tiated, and integrated within the organization, and finally returned in
. the form of outputs. Factor I dealt with various processes inherent in

a system's information flow. Complexity theory (and related contingency
theories) was discussed in terms of their power to predict outcomes of -.X

interactions between the environment and information processing stylistics.
Integral to these interactions are the concepts of differentiation and

integration, symbiosis, and feedback. Decision-making models, relating

$1 information processing and problem-solving, were also considered. Re-
search efforts related to complexity theory and processing demands in

organizations have explored mechanisms which influence information

processing and decision making; however additional research needs are

indicated.

Factor II: Organizational Systems Dynamics

A general overview of systems theory was presented, with empLasis

on its potential as a theoretical paradigm. Key concepts at the inter-
face of organizational and systems theories were discussed, including N

"open vs. closed" systems, subsystems, adaptation, and growth. Several

of the concepts discussed under Factor I (e.g., openness, differentiation :i
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and integration) were also discussed in Factor II in the context of
organizational adaptation, homeostasis and growth. Adaptability is
generally regarded as a key organizational function, since it often
determines the means of survivability and growth in an ever-changing
environment. Experimental literature in this area is sparse, as many
constructs are highly theoretical and therefore are not easily operation-
alized.

Factor III: Organizational Change Technologies

In order to adapt, an organization (system) must have the capability
and resources for change. Reflecting the preeminance of this ability
in the concerns of organizational theorists and researchers is the plethora
of literature on organizational change and development. Literature on
this topicwas reviewed in terms of theories of change, the change agent,
and the chanige intervention process. Successful organizational change
appears to be contingent on: the skills of the change agent, data-based .- ,
diagnosis of client needs, direct participation of organizational
members, commitment to the change process, realistic goal setting (as
discussed in depth under Factor VI), and management support. A
variety of techniques, which have met with varying degrees of success,
have been developed to facilitate organizational change'. While experi-
mental research In this area is generally lacking in• statistical sophistica-
tion and control, the case studies and quasi-experimental research reported
tend to support the effectiveness of certain change technologies in
developing organizations and their members. Applications of those tech-
niques (e.g., survey feedback, team building, Job enrichment) to military
organizations show promising results when adapted to the particular
characteristics of the military system.

Factor IV: Management Authority/Compliance Characteristics

Both theory and research related to this factor suggest its multi-
dimensional nature. While the underlying theory and research suggest
that management authority is an individual organizational behavior
variable which has significance to the overall effectiveness of organiza-
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tions, this review has also emphasized the relationship of managerial

authority to organizational coordination and control. Power atid
its related characteristics, authority and influence, were identified
as necessary behaviors In effective organizational systems. Using

power and its associated components often leads to nonl-compliance
and/or 'conflict within organizations, Managerial behavior then requires
a different set of roles within the hierarchy to manage conflict before
it becomes deliterious to the organizational system. .

Factor V: Organizational Coordination and Control

As discussed in the preceding section, coordination and control

activities are necessary In every organization. In conjunction with

planning and motivating activities, theq establish the matiagerial process.

The literature reviewed in Factor V dealt with effects of the environment, ,

organizational structure kcontralizatton/decentralization), and inter-
"dependence on control processes at various levels within an organization.
Control and coordination, like Information processing (Factor I), are

key elements in organizational decision making, hierarchical staffing,

and environmental adaptation.

Factor VI! Goal Orientation

Theoretical considerations involving goal orientation have addressed
a number of interactive dimensions, including needs of both managers
and workers, environmental requirements provided by an organization,
skills and abilities of personnel, technologies available to the organize-
tton, and the funding allocated for implementing an operation. Organize- ,
tional and Individual goal orientation are complex phenomena comprising

a variety of Input, operational, and output components that are related

to societal goals, system goals, product goals, and derived goals.
Goals and goal orientation can be approached from several perspectives,
including the formally sanctioned long-rango view, to the short-run real

world approach, to a Management by Objectives (MBO) approach. There
have been both positive and negative evaluations of MBO since its ,* ,
inception. While there seems to be a widespread interest in MBO because

of its common sense approach and simple formula for implementation, to
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'4. V

date, conclusions from a theoretical and empirical perspective are

still tentative regarding its effectiveness.

A. METHODOLOGY

Conceiving an organization as a system demands a research methodology
that approaches the system (organization) from a complex perspective, ,,
Despite the difficulties involved in applying experimental techniques

in organizational research, it is preferable to use such methods whenever
possible in order to obtain data from which causality can be inferred.

A review of the literature on experimental methodology indicated that
simulation techniques (experimental and quasi-experimental simulation
techniques, in particular) most closely approach the two criteria for

organizational research stated above. Advantages and disadvwntages of
various methodological approaches, including several types of simulations,

wereduscussed and evaluated. This section provided a theoretical

and empirical foundation for developing an organizational test bed, using
simulation, as described in the Streufert and Swezey (1980) report cited
in the introduction of this volume, as a basis.

B. RESEARCH NEEDS

The litorature reviewed in the preceding sections of this report
support a number of generalized yet significant research needs. Although

these needs may appear to be critical of the state-of-the-art in organi-
zational/systems psychology as well as of the theoretical and empirical tu

work associated with it, they are designed to be both forward looking and

germane to the development of an organizational test bed; pointing both

to unrealized opportunities and to work yet to be accomplished.
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1. Improved methodologies for studying organl-
zational behavior are needed. The vast
majority of organizationa- studies fall into
one of three conceptual c1nsses: (1) uncon-
trolled speculation, (2) simple correlational
research, (3) univariate experimental or quasi-
experimental studies. A need exists to establish
new methods and paradigms for investigating
organizational behavior. Such techniques
as accumulating ideographic approachesmay be
one appropriate avenue for investigation...

2. Methods for introducing complexity into
o=anZationai research efforts are needed.

7 As- indicated in (1')above,' improved method-
ologies are needed in organizational research.
These methodologies, howevers should be
compatible with the requirement to investigate
the complex, Interactive nature of organizations.
Although the techniques involved in organiza-
tional simulation research appear promising.
additional Investigation appears warranted on
the topic of identifyin methodological tech-
niques which are sufficiently flexible to
permit their application in complex instructured
situations, yet which are sufficiently precise
to allow for reproducible results. The
quasi-experimental simulation methodology
discussed by Streufert and Swezey (1980ý may
be one applicable approach.

3. Methods of quantifying and operational izing both
rgan!izational peormance variables and systems

theoretic constructs are needed.
Many organizational and systems theoretic

terms are sufficiently ambiguous that extreme",
difficulty exists in defining their meaning .
operationally and therefore in expressing
t.heir variability in quantifiable terms. I'
Research effort should be addressed to this
issue .

4. Research on organizational factors and their
act upon decision making behaviors isneeded. • .. ,'AA

-L"-'The processes by which organizations
arrive at decisions to act (or react) vary
as widely as do the characteristics which •C•.
describe the organizations themselves.
Numerous complex states and variables
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typically impact the situations and con-
texts in which organizations operate in
making decisions. The characteristics of -"

these states and variables need to be better
defined, and the degrees of their relative
impact upon organizational decisions (as
well as the process of decision-making)
studied.

S. Improved techniques for providing negative
feedback to subordinates are needed." A need exists to better Undersand and •:find ways to deal with the pervasive tendency

for superiors to distort or withhold negative
feedback to subordinates. Research on
non (or less) threatening mechanisms for
communicating negative information, both in
performance appraisal and in other situation-
ally specific contexts is needed.

6. Methods for reducing organizational resis-
tance to cange are needed.

"Inherent resistance to change appears
to be a generic problem in many large
(particularly bureaucratic) organizations.
Research effort should be devoted to the
investigation (and hopefully, development) of
techniques which can aid in overcoming this
resistance.

7. Research on goal setting behavior and its
efects upon organizational performance
are needed.

Effects of concrete vs. abstract goal
settin on performance have been studied
extensively with individuals, however a need
exists to consider the extent to which these
(and similar) phenomena impact the erformance
or organizations; particularly in the areas
of organizational decision making and problem
solving.

8. Research is needed on improved communication
processes in org nizatlons.

such areas as istening behavior, im-
"•.CtIL provement of listening skills, etc., and other

impacts upon the performance of organizations
appears to be a fertile aret for research
effort.

ýA,.
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9. Research is needed on the topic of influence
processes jn organizations and their effects"
upon organizational behavior.

The ways In which organizational influence
processes impact upon individual, and subse-quently upon organizational behaviors, is an- .. , area in which additional research effort is .
warranted.

10. Research on aspects of organizational subgroup
.auto!nomy ls eeded.

various'"organizations treat the issue ofsubgroup autonomy differentially. The extent
to which differing levels of subgroup autonomy
impact various types and sizes of organizations
is an area where research effort may be profit-
ably expended.

'4 11. Research in the area of organizational conflict
management and resolution is needed.

Such areas as confrontation, diffusion,
conflict avoidance, etc. are topics where
research effort is required to identify I=
better methods for managing conflict invarious organizational contexts. 
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